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Big Data Studies: The Humanities in
Uncharted Waters

Javier Cha

This article discusses the formidable challenges that the advent of big data brings to
the digital humanities broadly and proposes some ways the Korean studies
community can prepare to navigate these uncharted waters. Standard digital
humanities training in data mining, text analysis, mapping, network science, and
machine learning will be developed and refined over the coming years, as will
research concerning the ephemeral nature of new media, web archives, and the
ethics of artificial intelligence. Yet I contend that established responses to the digital
transformation of the humanities, while timely and necessary, will prove inadequate
for handling petabyte- and exabyte-scale born-digital sources. In the Zettabyte Era,
more data is processed in real time than all of the records produced from early times
to the 2010s. To make sense of the current information regime, we need critical
reflections and comparisons to the classical internet age of the 1990s, the personal
computer revolution of the 1980s, and early modern print cultures. This exercise will
allow us to situate the humanities in an age of big data as an extension of traditional
humanities research and at the same as something foreign.

Keywords: big data studies, big data, humanities, 3Vs, digital materiality

Javier Cha is Assistant Professor of Digital Humanities in the Department of History at the
University of Hong Kong, Hong Kong SAR (javiercha@hku.hk).

Korean Studies © 2023 by University of Hawai‘i Press. All rights reserved.

274

[1
72

.7
1.

25
5.

73
]  

 P
ro

je
ct

 M
U

S
E

 (
20

25
-0

4-
05

 0
0:

05
 G

M
T

)



The Humanities in the Zettabyte Era

In 2012, the Zettabyte Era began. To store one zettabyte on Blu-ray discs,
each with a storage capacity of 25 gigabytes and a thickness of 1.2
millimeters, 37.2 billion discs must be stacked 45,000 kilometers high. In
2020, global data production surpassed 59 zettabytes.1 The hypothetical
Blu-ray tower for 59 zettabytes would span 2,637,000 kilometers, or 6.9
times the distance to the Moon.

The astronomical amounts of data being generated in the twenty-first
century spur humanists to reflect on the directions, principles,
assumptions, and methodologies of our respective disciplines. Standard
digital humanities training in data mining, text analysis, mapping, network
science, and machine learning will continue to be relevant, as will research
concerning the ephemeral nature of new media, web archives, and the
ethics of artificial intelligence. Conversely, the new humanities in the
Zettabyte Era will require a comprehensive rethinking of everything from
material bibliography to data authentication and analytics, archival
preservation, and environmental impact. In 2000, John Unsworth
introduced the notion of “scholarly primitives” in humanities computing.2

Twenty-three years later, research practices and pedagogy need to account
for the implications of big data’s architectural characteristics, as
encapsulated in Doug Laney’s famous 3Vs: volume, velocity, and variety.3

Each of the 3Vs of big data presents unique challenges for the
humanities that cannot be dismissed as mere historical repetition.
Koreanists, for instance, must debate and determine the boundaries of the
Korean web and the portions that should be earmarked for long-term
preservation. Mapping the geographic, linguistic, and legal boundaries of
the internet, which has never been more dynamic, is a complex task. Every
day, millions of South Koreans access digital contents provided by Netflix
and YouTube, multinational tech giants headquartered in the United States,
through content-delivery networks located on or near the Korean
peninsula. Namu Wiki, one of the most popular Korean-language
knowledge bases, is operated by Paraguay-based limited liability company
Umanle using servers located in Slovakia to partially circumvent South
Korea’s online censorship laws. Moreover, we must pay attention to new
data types. By size, eighty percent of big data is said to be unstructured, and
the proportion of the more traditional tabular and textual data produced
has decreased over time.4 How do we archive and navigate the ocean of
data that consists primarily of images, audio, video, and 3d point clouds?
What about massively multiplayer online role-playing games or blockchain-
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based metaverses? The third V of big data introduces its own set of
difficulties.

This article discusses the formidable challenges that the advent of
big data brings to the digital humanities broadly and proposes some
ways the Korean studies community can prepare to navigate these
uncharted waters. The commendable range of digital humanities
approaches demonstrated in this special section will be developed and
refined over the coming years. Yet I contend that established responses
to the digital transformation of the humanities, while timely and
necessary, will prove inadequate for handling petabyte- and exabyte-
scale born-digital sources. In the Zettabyte Era, more data is processed
in real time than all of the records produced from early times to the
2010s. To make sense of the current information regime, we need critical
reflections and comparisons to the classical internet age of the 1990s,
the personal computer revolution of the 1980s, and early modern print
cultures. This exercise will allow us to situate the humanities in an age of
big data as an extension of traditional humanities research and at the
same as something foreign.

The Materiality of Big Data

Insofar as digital humanists are concerned with static data sets that can be
handled in a single personal computer, big data may not appear to be
entirely unprecedented. Upon taking note of the facilities and
infrastructure that connect millions of servers around the world, however,
we realize that big data’s characteristics are distinct from those of previous
information regimes and media landscapes. In 2014, Facebook processed 4
PB5 and Naver 1.2 billion requests for its 18 million portal users daily.6

With 50 billion photos posted to its servers as of 2022, Instagram is the
largest repository of visual materials ever created.7 The total amount of
video uploaded to YouTube from 2005 or 2019 is 95,000 years.8 In addition
to search portals and social media platforms, 6.6 billion smartphones,9 1.5
billion personal computers,10 tens of millions of servers,11 and countless
sensors contribute to the global production of big data. As one among 2.9
billion monthly active users of Facebook and more than 1 billion users of
Google Drive, I uploaded 4.7 GB and 1.05 TB to their servers,
respectively.

The Oxford English Dictionary defines big data succinctly as “data of a
very large size, typically to the extent that its manipulation present
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significant logistical challenges.”12 The casual use of the buzzword “big
data” to refer to any ostensibly large data set, or as a substitute word for
data science, disregards the significance of data materiality.13 While
extremely large databases introduce new analytical problems, query
services that operate at a high abstraction layer, such as Google BigQuery
and Amazon Athena, eliminate most of these difficulties. Most pertinent to
the future direction of the humanities is what the Oxford English Dictionary
means by “significant logistical challenges.” Humanists are trained not to
treat documents, books, inscriptions, and databases as self-evident stores
of information. Early modern historians pay close attention to printing
technologies, paper production, ink, circulation, reception, and reading
cultures when handling primary sources. Similarly, source criticism in the
context of big data entails engagement with the physical infrastructure
designed to enable the handling and circulation of petabytes and exabytes
of data: data centers.

Given that big data exists as a distributed collection of digital storage
devices, it is essential to describe the hardware required to store and
process massive amounts of data. In 2023, a typical notebook computer
has one terabyte of storage in the form of an M.2 NVMe solid-state drive
that is 22 mm wide and 80 mm long. One petabyte is equivalent to 1024
one-terabyte M.2 drives, while one exabyte constitutes 1024 PB. A data
migration service offered by Amazon Web Services (AWS) helps us
visualize the physicality of one exabyte, or 1,048,576 terabytes. The
transmission of 1 EB over a 10 Gbps fiber optic connection is estimated
to take twenty-six years.14 AWS Snowmobile “loads” extremely large
amounts of data onto semi-trailer trucks carrying shock-proof hard disks;
each truck is capable of transporting 100 PB, allowing the transfer of
exabyte-scale data in weeks rather than decades.15

At the exabyte scale, our analytical bibliography of big data turns to
supersized data centers at multiple locations around the world built by
cloud industry leaders such as Facebook, Amazon, Microsoft, Google,
Alibaba, and Naver. Each facility is the size of several football stadiums
equipped with hundreds of thousands to millions of hard disks and solid-
state drives. Facebook operates a 150,000-m2 data center cluster in Clonee,
Ireland, which as of 2019 consisted of three facilities and ten more under
construction. In 2014, Naver launched its flagship data center Kak (각 or
閣 as a tribute to Changgyŏnggak 藏經閣, which housed the Tripit.aka
Koreana) in Ch’unch’ŏn, with 120,000 servers capable of handling more
data on its first day than “ten-thousand National Libraries of Korea
combined.”16
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Due to the massive physical infrastructure required to store and
process modern-day primary sources, energy has emerged as another
“significant logistical challenge” of big data. In the context of a small
number of personal computers and mobile devices, the fact that digital
media, unlike paper, requires electricity to store and retrieve information is
not particularly problematic. Hundreds of server units have already begun
to cause issues, however. In 2008, the National Library of Korea’s opening
of the new digital library placed a tremendous strain on its electrical grid,
necessitating the installation of a new substation and a dedicated power
source.17 Data centers have substantially higher energy needs. In 2020,
Naver’s Kak used 156,875 MWh of electricity.18 Facebook’s Clonee site has
access to 642 MW, which is enough to power 300,000 average American
homes.19 As of 2020, data centers consume approximately one percent of
the world’s electricity, and this figure is expected to increase in the coming
decades.20

Meanwhile, global data production continues to grow at an
unprecedented rate. A 2012 prediction anticipated that 40 zettabytes of
data would be generated by 2020,21 but the actual amount turned out to be
59 zettabytes. According to a 2018 report, 175 zettabytes will be created by
2025.22 Considering that the Covid-19 pandemic caused a 47 percent
increase in internet usage in 2020, the total size of global big data in the
2020s is anticipated to surpass all expectations.23

Fig. 1. AWS Snowmobile. Source: https://ind01.safelinks.protection.outlook.com/?url=
https%3A%2F%2Fyoutu.be%2F8vQmTZTq7nw%3Ft%3D123&data=05%7C01%7Cprav
een.s%40thomsondigital.com%7C506d4976760d492304cd08db8e33ee07%7Cbfe0633a6c794
7d5b23e9aea466111c7%7C0%7C0%7C638260125922619388%7CUnknown%7CTWFpbGZ
sb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D
%7C3000%7C%7C%7C&sdata=UuJM63C%2Bj0nFKqnGOeKbvReY7lHA3Sp2madEh0TW
wwQ%3D&reserved=0
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Archiving Big Data

The 1493 Korean reprint of the Chinese encyclopedia Gujin shiwen leiju
古今事文類聚 (Korean Kogŭm samun yuch’wi) was one of the most prized
books of its time. In 2008, as a graduate student attending a seminar on
book history, I discovered that one copy was available in the university’s
rare book collection. Despite being more than 500 years old, the volume
that my classmates and I examined was in pristine condition, which was
perhaps not surprising given the circumstances of its publication. King
Sŏngjong 成宗 (r. 1469–1494), who personally commissioned the project
that took eight years to complete, ensured that the books were printed on
high-grade paper.

The same cannot be said about digital sources. Most consumer-grade
digital storage media are not capable of retaining data for 500 years. Data in

Fig. 2. The 1493 Korean reprint of the Chinese encyclopedia Gujin shiwen leiju. Courtesy of
Harvard-Yenching Library’s Korean rare book digitization project https://iiif.lib.harvard.
edu/manifests/view/drs:9345235$5i.
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CPU cache and RAM are lost immediately without power. The lifespans of
disks depend on whether they experienced prolonged stress, such as
constant reads and writes in a server, and whether they were designed for
performance or archival purposes. Whereas solid-state drives are relatively
more resistant to physical shocks, they are said to retain data typically for
about 7 to 10 years on average; while hard disks generally last for up to 30
years, helium-sealed enterprise-grade drives are less likely to experience
failure and corruption. Archival-grade optical discs are estimated by Kodak
to be able to guarantee data integrity for up to 200 years,24 but only under
specific conditions. The discs must be kept vertically to prevent them from
sticking to the case and held in a climate-controlled room set to 25 degrees
Celsius and 40% humidity.25

The foregoing discussions of data volume, data centers, and energy
consumption are significant to the extent that big data can be preserved for
posterity. How will future historians study the 2010s and 2020s? What will
archaeologists be able to unearth from the ruins of Kak? The ephemeral
nature of digital media has reversed our relationship with primary sources.
On this ground, archivists and technologists have voiced concerns about
the digital dark age since the 1980s, which has largely gone unaddressed
and has been exacerbated by the world wide web and big data. The digital
historian Roy Rosenzweig initiated the abundance versus scarcity debate in
response to the emergence of inexpensive mass storage solutions such as
optical discs and Web 1.0 hypermedia.26 Web 2.0 has further complicated
this. Even setting aside the problem of bit durability, the physical presence
of big data in the form of data centers and global communications
infrastructure means that decades from now, let alone centuries, people will
not have the option of excavating what remains of today’s digital devices
and servers, powering them up, and extracting information from them.

Our access to the past web relies almost exclusively on the Internet
Archive. Between 1996 and 2020, the San Francisco-based nonprofit saved
733 billion web contents totaling 70 PB to its digital archive the Wayback
Machine, and it continues to collect more items.27 Among the many
collections saved in the Wayback Machine is the Web 1.0 community
GeoCities, which had 38 million homepages from 1994 to 2009.28 Ian
Milligan’s research on this early internet community29 was made possible
thanks to the Wayback Machine. While the Wayback Machine is an
invaluable resource, 70 PB represent a marginal portion of the 59
zettabytes of total global data production and less than the storage capacity
of a single AWS Snowmobile truck. Most of the preserved content,
moreover, is currently accessible as an uncatalogued data dump, which has

280 Korean Studies VOLUME 47 | 2023



yet to be fully indexed and checked for geographic and linguistic
distribution.30 Among the Internet Archive’s “catalogued” contents, an
advanced search for Korean-language materials returned 66,308 results on
9 May 2022; the equivalent search for English returned 36,683,156 hits.

The archiving of massive amounts of data places a tremendous burden
on non-profit organizations and public institutions. In 2010, the U.S.
Library of Congress attempted to archive Twitter. This ambitious project
was conducted in collaboration with the social media aggregator Gnip and
Twitter headquarters, which provided public tweets from 2006 to 2010.31

Until December 2012, the Library of Congress archived the content and
metadata of 150 billion tweets worth 132 terabytes and continued to
receive more data.32 The Twitter archive project received considerable
media attention and inquiries from more than 400 researchers around the
world.33 Unfortunately, the library was unable to develop and launch a
viable search engine for it. A report published in January 2013 noted that
“executing a single search of just the fixed 2006–2010 archive on the
Library’s systems could take 24 hours.”34 This anecdote serves as a
reminder of the amount of human, financial, and technological resources
required to return instant results on Twitter, which the archival version of it
was unable to provide. In 2017, the Library of Congresses announced the
project’s premature termination.35

The preservation of big data over the long term requires public–
private partnerships with tech giants, but the viability and specifics of such
endeavors are largely unknown. What will occur if Amazon, Microsoft, or
Facebook cease to operate their data centers? Will the data stored in
infrastructure managed by Google, Alibaba, or Naver remain secure and
accessible in the future? Naver’s promotional slogan created during the
launch of Kak reads, “We protect what you leave behind. We pass on the
records of today to tomorrow.”36 Is this really the case? In contrast to the
goal that “the data created by Naver users must be handed down to future
generations in perpetuity,”37 the archiving of big data is a complex problem
constrained by technology and privacy laws. Consider the following from
Naver Kak’s official data preservation policy:

Just as not all services are duplicated, not all data is backed up, nor are all backup
copies retained indefinitely. In practice, the majority of servers in the data center
are used for service, while only a smaller portion are used for backup. As required
by applicable laws and ordinances, transaction, payment, and personal
information logs are only kept for five years, but the remainder of the services
are retained based on the underlying philosophy of the service. The goal for
personal data stored in services that require a Naver login, such as personal
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emails, blogs, cafes, and Ndrive, is to keep them forever. This is consistent with
our company’s guiding philosophy that individual records constitute the records
of the present. Except for specialized services such as [Naver] News Library, the
logs of regular newspaper articles, advertisements, and Knowledge iN searches
that do not require a login are deleted after one week. In situations where backup
is ineffective due to long replication times resulting from a large data capacity or
number of files, we rely on data redundancy across data centers as a substitute.38

Naver’s meteoric rise as one of the largest corporations in South Korea
owes much to the transition to personalized services during the Web 2.0
era, in which companies generate profit from subscription fees and
advertising revenue. In contrast to the digital edition of the Annals of the
Chosŏn Dynasty (Chosŏn wangjo sillok 朝鮮王朝實錄) or the GeoCities web
archive, Naver’s online services, and the infrastructure that enables them,
are not designed with the public interest in mind. To be fair, Naver’s
mission statement acknowledges the extent to which the company’s vast
user data and internal logs represent contemporary South Korea’s living
records. When data no longer contributes to the company’s bottom line, a
private enterprise does not have the responsibility to “pass on the records
of today to tomorrow.”

On numerous occasions, online services have deleted or lost data that
users believed would last for a long time. Flickr, a photo-sharing platform,
deleted the images of its free users en masse in 2019 due to its parent
company’s financial troubles.39 Due to a faulty server migration process,
Myspace accidentally “lost every single piece of content uploaded to its site

Fig. 3. Naver’s data center Kak.
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before 2016.”40 The retention of non-profitable data represents a
significant burden even—or especially—for large corporations. In 2020,
twenty-one years after its founding, the South Korean social media
platform Cyworld, which at its peak had 32 million users and more than
100 billion won in annual revenue from online product sales, was on the
verge of shutting down. Upon learning that Cyworld’s servers would soon
go offline, users turned to the programmer O Kilho’s CyBackup, which
allows users to create personal archives of their activities and photos shared
on the platform.41 Fortunately, an eleventh-hour capital injection allowed
the resumption of services, but any user content that had not been saved
ran the risk of being lost forever. As evidenced by these preceding
examples, data preservation is costly. In 2019, Russia’s leading
telecommunications firms sought government subsidies for the additional
equipment purchases required to comply with the data surveillance
provisions of the Yarovaya amendments.42 It was estimated that the legal
obligation to store call and message content for six months and metadata
for three years would set each operator back $627 million US dollars, or
40 billion Russian rubles, over a five-year period.

Beyond just volume, the distributed and dynamic nature of big data
complicates the traditional definitions of an archive. As Naver’s Kak
demonstrates, big data can be replicated, marked for deletion, retained
briefly, or preserved for an extended period. Approximately 90% of global
data production consists of redundant copies.43 When a South Korean user
watches Squid Game onNetflix, the video is not transmitted directly across
the Pacific Ocean from Los Gatos, California, via submarine fiber optic
cables. Instead, content for the South Korean market is stored and
maintained locally. This complex procedure involves cached libraries
hosted in AWS S3 (Simple Storage Service) and a content-delivery solution
known as Open Connect, which installs Netflix-specific servers directly
within internet service provider facilities.

According to traffic demands, Web 2.0 platforms categorize data as
hot, warm, and cold, and manage them differently. At Facebook, for
example, the most recent news and profile information that must be
processed immediately upon login are placed in hot storage, whereas old
information that users rarely access is kept in cold storage. From the early
years of service, Facebook’s challenge has been the management of binary
large objects (BLOBs) such as photos and videos. According to
information disclosed in 2013, 82% of Facebook traffic was used to
transmit just 8% of photo data.44 To store and handle the remaining 92%
of BLOB, Facebook built a special cold storage facility system called
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Haystack on a 370,000-m2 site in Prineville, Oregon, a small city with a
population of only 9000.45 In 2013, Facebook’s cold storage consisted of
two-petabyte racks consisting of 500 hard disks in RAID-6 arrangement
for added stability and capable of reducing the power consumption of units
with low data demand.46

Engineers have devised innovative solutions, focusing primarily on bit
rot, to address the challenges of storing digital materials for the very long
term. In 2009, Millenniata developed the Millennial Disc (M-Disc), an
optical disc capable of retaining data for one thousand years. M-Disc is
specially designed to resist rust and maintain data integrity under extreme
conditions.47 In 2011, the United States Department of Defense
conducted a stress test that expose archival-grade optical discs to a broad
spectrum of light for 24 hours in an environment held at 85 degrees Celsius
and 85 percent humidity.48 Only M-Disc did not experience any data loss.49

Microsoft Research’s Project Silica, another promising archival medium,
uses femtosecond laser to inscribe data on a 2-mm fused silica glass.50

Project Silica is officially rated to last ten thousand years; according to an
interview my lab conducted in August 2020 with Ant Rowstron, the
Deputy Lab Director, the actual lifespan could exceed one million years.

The Third V: Variety

The move from old to new media, from Web 1.0 to 2.0, and from personal
computing to the cloud is a complex and non-linear transformation. To a
certain extent, the situation we face today bears similarities to what
historians have demonstrated about the transition from manuscript to
print culture in Europe, East Asia, and other regions. In this vein, Robert
Darnton compared the early modern “anecdotes” written by “paragraph
men” to the fragmentary nature of blogging and the social web.51 Matthew
Kirschenbaum’s innovative application of digital forensics to English
literature and media studies has striking parallels to studies of paratext,
marginalia, and hidden layers in premodern artifacts.52

However, I would caution against overstating the parallels and
continuities with superficially similar past phenomena, and I reckon that
Darnton and Kirschenbaum would maintain the same. The resource-
intensive infrastructure that houses contemporary primary sources is
unlike anything historians and archivists have encountered. By definition,
big data does not reside in a single location; unlike static data sets used in
conventional digital humanities research, big data cannot be traced to a
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specific storage device. Extremely large databases are partitioned into
thousands of shards and stored on multiple servers, and data streams self-
replicate and migrate in response to user activities, dynamically forming
new networks and boundaries.

Variety adds another layer of complexity to the modern information
regime driven by big data. Typically, the term “data” conjures up an image
of a matrix containing text and numbers, which can be thick or thin
depending on the number of columns and rows. When the tabular
arrangement proves to be cumbersome, a relational database is created by
separating and organizing redundant entries into multiple tables. Due to
the social and participatory nature of Web 2.0, engineers have proposed
and developed new kinds of database management systems. Graph
databases, for example, provide native support for managing entities and
relationships and store records as node and edge properties. However, the
data explosion of the past decade was not necessarily comprised of
structured text and numeric data or nodes and edges. As previously
mentioned in the discussion of Facebook’s cold storage mechanism, the
proportion of unstructured BLOBs has surged during the Web 2.0 era and
new types of binary objects are being introduced to digital ecosystems.

Smartphones are primarily responsible for this sea change. As of 2022,
there are 6.6 billion smartphone users worldwide,53 including 95% of
South Korean adults and 76% of those who live in advanced economies.54

Smartphones are intelligent devices equipped with an array of advanced
sensors, including cameras, lenses, gyroscopes, compasses, location
trackers, and depth sensors. Consider what happens when a smartphone
user takes a photograph. Depending on the settings, a semiprofessional-
grade CMOS sensor captures the subject’s light via the main, ultrawide-
angle, or telephoto lens. Internally on the device, substantial post-
processing occurs. Software enhancers may use ToF or LiDAR sensor-
collected three-dimensional data to render the photograph into a more
visually appealing form. Advanced triangulation techniques that combine
data from GPS satellites, cell towers, and WiFi routers yield a precise
approximation of the geocoordinates where the user captured the image,
which is embedded in the file.

Visual materials are not novel in the humanities, and, privacy concerns
aside, automated location tagging is a welcome feature. However, social
media, wearable devices, and virtual reality worlds also collect vast
quantities of BLOBs that are unfamiliar to humanities researchers. To
facilitate what Shoshana Zuboff has termed “surveillance capitalism,”55 for
example, Web 2.0 services enable highly intrusive trackers to collect
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information about user behavior and psychology. Facebook offers its
advertising partners the Pixel service, in addition to processing user-
uploaded contents for targeted advertising. When a few lines of JavaScript
code are inserted into a third-party website, information regarding the
users’ online activities outside of Facebook is gathered and sent to
Facebook’s server. The profiling is based on not solely the content, but also
on patterns of interaction with the interface, such as clicks, taps, cursor
movements, and pauses. And Facebook is not alone in tracking its users’
behavior. On content management systems, such as WordPress, a number
of plugins offer similar functionalities. The South Korean startup Four Grit
provides a user experience analytics service called Beusable that collects
and visualizes online customer behavior data.56

Biometric data are another uncharted territory. Both Android and iOS
device users increasingly unlock their devices with facial or fingerprint
recognition. The latest versions of wearable devices from Fitbit, Apple,
Garmin, Huawei, Samsung, and others monitor the user’s sleep patterns,
physical activities, pulse, and blood oxygen saturation. The performance of
these biometric sensors is adequate for some medical professionals to use
them as a reference. For instance, a research team at the University of
California, San Francisco, proposed a method for combating COVID-19
using health data from wearable devices.57 Should private information such
as browsing habits, psychological profiles, and biometric records be made
accessible to researchers? If so, what insights can humanists glean from
such data? I am not strongly arguing for or against preserving any sensitive
data for future generations. However, I do believe it is necessary to have
constructive discussions about creating secure, responsible, and sustain-
able archives of various types of data that may one day prove useful.

South Koreans have become accustomed to encountering buzzwords
such as the Fourth Industrial Revolution, interdisciplinary convergence,
artificial intelligence, the metaverse, smart cities, and the internet of things.
While the specific keywords and slogans change according to presidency
and fad, they share a common thread. Due to technological advances, it has
become possible to collect visual, auditory, tactile, olfactory, and gustatory
data, even though the detection and datafication of some sensory
information are more refined than others. Beyond the five senses,
intelligent electronic devices also collect a vast amount of data that is not
perceptible to humans. In the years ahead, the line between virtual and
physical worlds will continue to blur. In 2020, Naver created an incredibly
detailed three-dimensional map of Seoul in which each pixel represented
eight centimeters.58 Using advanced photogrammetry, the model stitched
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together 25,463 aerial photographs covering 605.2 km2 and
600,000 buildings over a thirty-day period. The goal was to assist Naver
in preparing for autonomous driving, which will collect an even greater
volume of data about Seoul once it is commercially available. In 2019,
approximately 5 million cars traversed the streets of Seoul.59 If these
vehicles are replaced with autonomous ones, Seoul could gain millions of
data collectors that sense 140 MB of data per second about their
surroundings.60 Should the orthomosaic maps or millisecond-level
snapshots of Seoul be regarded as virtual representations of the city?
Or as Seoul itself ? To address these questions indirectly, I invite readers to
consider a surprising example: IKEA catalogs. The Swedish furniture
company, whose products are adored by a large number of South Koreans,
entices prospective customers with displays of appealing Nordic
minimalist design. What few people realize is that more than 75% of
product images in the IKEA catalog are computer-generated.61

Conclusion

In 2010s and 2020s, the surge of interest in computational and digital
methods in Korean studies has been astounding.62 In December 2018,
Korean Historical Review (Yŏksa hakpo 歷史學報) published six articles
surveying the current state of digital historical scholarship worldwide. The
annual meeting of the Association for Asian Studies in 2022 included a
roundtable discussion on digital humanities in relation to Korean studies.
In April 2022, KAISTofficially launched the School of Digital Humanities
and Computational Social Sciences and announced the ambitious goal of
hiring digital specialists to fill half of new faculty positions over the next
five years.63 This special section of Korean Studies, devoted to digital Korean
studies, contributes to this ongoing trend.

The question is what digital humanities means in the Korean context.
According to a 2017 survey of South Korean scholars in social science and
humanities, ninety-four percent believe that “digital humanities metho-
dology” is necessary for their field.64 Only four percent of respondents,
however, indicated that they used computational methods (referred to in
the survey as “statistical methods”) such as topic modeling and text mining
in their research, even though twenty-three percent have received training
in “big data analysis method.”65 Sixty-four percent associate digital
humanities with the web-based access to primary and secondary sources.
Sixteen percent use Google Maps or Google Earth to visualize spatial data,
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and another sixteen percent use digital technology as a platform for social
media engagement. Will training the next generation of humanists with
Google Earth, Python, network analysis, and other data-driven or data-
assisted methods be sufficient?

Robert Darnton’s conclusion in his opinion piece on blogs provides
some hints: “I don’t believe that history teaches lessons, at least not in a
direct, easily applied manner, but it does raise questions.”66 The big data
turn affords area studies specialists an opportunity to evaluate the
continued relevance of what has for long a time been an open and
interdisciplinary field. The digital approach to the fuzzy notion of Korea
includes explorations of the core digital South Korea, North Korea’s
distinct information technology sectors discussed in Benoit Berthelier’s
contribution, and the Korean diaspora. As the concept of data
sovereignty gains prominence, experts on Korea’s national identity and
nationhood will want to investigate its fascinating digital layer, which
includes data centers, telecommunication networks, electric power
grids, and online participants of the Korean web—the definitions of
which will be highly contested. Additionally, comparisons will
generate new research topics. The European Union enables the
uninterrupted flow and sharing of user data and electricity among its
member states, whereas East Asia lacks such an arrangement. What are
the implications and consequences of this difference? To create archives
of the vast amounts of data currently being generated in South Korea,
we will need to foster public engagement and citizen participation while
respecting and adhering to the country’s data protection and privacy
laws.

Finally, I would like to propose that the digital humanities be kept
distinct from its sister disciplines such as computational social sciences and
cultural data science. An abundance of topics at the crossroads of big data
and the humanities calls for the insights of Korea experts. I hope that my
fellow Koreanists refrain from reflexively equating the big data turn in the
humanities with quantitative methodologies or data science, although some
degree of familiarity with analytics is crucial for nurturing digital literacy.
My recommendation is that we, as humanists, study big data in a manner
that builds on our strengths in linguistic proficiency, historical under-
standing, ethnographic inquiry, and critical thinking, rather than following
the paths of scientists and engineers. This should be done while cultivating
a harmonious relationship with our technically oriented colleagues and
potential collaborators.
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