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Introduction



In early 1996, the web was ephemeral. By 2001, the web remembered. Today, most of us know that when we share something on the web—a tweet, a blog post, an article, a photo—it can last forever. Yet longevity is not an innate feature of the web. The development of the web’s memory was not accidental, nor was it the product of a coordinated master plan. What began as worries amongst research librarians, technologists, futurists, and writers from the Second World War onwards laid the groundwork for today’s digital memory. If, in the mid-1990s, commentators worried about a “digital dark age,” we are now in an age of historical abundance. Memory institutions preserve petabytes of information every year, much of it generated by ordinary people as they go about their everyday lives.

The specter of a “digital dark age” haunted libraries by the mid-1990s, portending a dark future with no memory. “The digital medium is replacing paper in a dramatic record-keeping revolution,” warned Jeff Rothenberg in a January 1995 Scientific American article, adding that “such documents may be lost unless we act now.”1 Fears only escalated over the coming years. The combination of more data than ever before being stored, with the need to preserve it over a longer time frame than usual, was, as information scholar Margaret Hedstrom put it apocalyptically in 1997, “a time bomb.”2 Terry Kuny wrote in 1997 at the International Federation of Library Associations conference that to be digital meant “being ephemeral.” Kuny predicted that “it will likely fall to librarians and archivists, the monastic orders of the future, to ensure that something of the heady days of our ‘digital revolution’ remains for future generations.”3 Stewart Brand, former publisher of the Whole Earth Catalog and later cofounder of the Long Now Foundation, noted in 1998 that while “we can read the technical correspondence from Galileo . . . we have no way of finding the technical correspondence” of the digital age.4 To these thinkers and leaders, the digital turn portended our cultural record’s destruction.

These commentators articulated fears about the ephemerality of digital information, popularizing conversations that had been percolating around the library and information community for decades. Information has always been fragile, but by the 1960s the prospect of electronic or machine-readable records had increasingly complicated the preservation landscape. Fears of loss accelerated in 1994 with the launch of the joint Commission on Preservation and Access and the Research Libraries Group’s Task Force on Archiving of Digital Information, raising the profile of the newly coined “digital preservation” field among research libraries and archives. Networked communication, especially with the rapidly growing World Wide Web, further raised the stakes. The web was part of a much broader context of pressures stemming from changes in digital storage formats, which in a matter of years had seen a transition from large floppy disks to smaller diskettes to CD-ROMs. As personal computing became more accessible by the 1990s, users could see information that had been accessible only a few years ago become lost in a sea of obsolete technology or file formats. The growing number of computer and then web users made the prospect of a digital dark age less science fiction and more a reality.

By the late 1990s, the web’s ephemerality became a major challenge as thousands raced to join the “information superhighway.” Where there had been under 2,500 websites in 1994, by 1996 there were over a quarter of a million and by 1997 over a million, with the number exponentially growing.5 Experts and users alike came to see that important websites could suddenly disappear: a server taken offline, a student graduating from college and losing their account, fees going unpaid, and the site—poof!—would be gone forever. The ephemerality of web content was clear. By the mid-1990s, this was affecting more than just a few disappointed geeks. Commentators and technologists saw this as the potential collective imperilment of the human record. A digital dark age would be a calamity. Would the web be ephemeral? Out of need came innovation, represented in part by the 1996 founding of the Internet Archive.

Flash forward a half-decade to the morning of 11 September 2001 in the United States. Hours after hijacked airplanes crashed into the World Trade Center, the Pentagon, and rural Pennsylvania, memory infrastructure sprang into action. The Internet Archive, Library of Congress, and memory institutions around the world acted to preserve thousands of websites, tens of thousands of emails, and other digital artifacts relating to the attacks and their impact. Existing digital infrastructure at these diverse institutions operated to ensure that by the end of the day itself, historians would have hundreds of website snapshots to draw upon to understand that tumultuous day and its aftermath. Only a month after the attacks, on 11 October, a web portal was launched to provide immediate access to a replay interface that let users go “back in time” to websites collected on the day of the attacks. Scholars soon thereafter launched a crowdsourced platform to gather digital information, including digital voicemail recordings, email listservs, and digital photographs. While the record is not complete—commentators bemoaned the loss of rich digital exhibits lost to the obsolescence of Adobe Flash during the twentieth anniversary coverage—it is as comprehensive a rec­ord of any major historical event of its magnitude that we have.6 Rather than serving as evidence of a digital dark age, the terrible events of September 2001 suggested that a golden age of memory had dawned.

This formative period for web archiving remains relevant to today’s web archiving and digital preservation landscape. Between 1995 and 2001, the field witnessed the emergence of the Internet Archive, national library collection programs in Europe and North America, new international coordinating bodies, and a cultural consensus within the library and archives field that this work was both central and necessary. While this book is very much a story of developments in the Global North, primarily due to the high costs of these digital preservation programs and their accompanying infrastructure needs, the programs implemented in a small number of affluent countries came to have a global impact. Many of these programs were cemented by late 2001. If there had been any doubt, the collaborative mechanisms put in place after the 11 September 2001 attacks solidified policies and procedures for the future. The core programs that today form the foundation of the global web archiving landscape owe their origin stories to these critical years.

If there was a digital dark age for the 11 September attacks, it is measured in hours rather than days, months, or years. In 1996, our digital heritage was fragile and ephemeral. A digital dark age loomed. Five years later, a cadre of professionals moved into action within hours, actively preserving events as they happened. Between 1996 and 2001, dedicated information professionals—at the Internet Archive, libraries, and elsewhere—averted the digital dark age.


Dark Age to Golden Age: The Preservation Story

Averting the Digital Dark Age explores this shift from fears of digital loss to our current state of abundance. It does so by examining the intellectual ferment between the web’s 1991 birth and the coming of age of web archiving programs in 2001, represented by both the 11 September attacks as well as the launch of the Wayback Machine portal shortly afterwards. While in some cases the book looks forward a few years later to see the culmination of some processes, particularly around legal deposit and copyright, in the main it focuses on this critical period. In other words, if in 1996 and 1997 the affluent among Western society confronted the specter of a digital dark age, only four years later we had entered a period where we had the potential for a golden age of robust historical records. This was a rapid shift. Why does the web remember today? And what can we learn about this transition as we look ahead to future medium shifts?

Today, we grapple with the opposite problem of a digital dark age. What are the implications of all the remembering we do? Should people be beholden to comments they made ten years earlier, especially if made when a child? Do they even realize that the web remembers? Should data be allowed “to die”?7 The web today is a mixture of fragility (the ever-present 404 error signaling that a page is missing) and permanence (the ability to pull up a deleted item from the hundreds of billions of websites preserved by the Internet Archive). The web does not have a built-in memory system, but libraries and other memory institutions around the world fill that function. What is collected and what is not—“archival silences”—are shaped by the historical processes that gave rise to this preservation infrastructure.

This unsettled situation has its roots in a series of decisions stretching back decades. On the one hand, the web inadvertently ended up as a fragile, ephemeral platform. The decisions that allowed it to scale rapidly across the world to become a “world” wide web also meant that links broke, servers disappeared, and a failure to pay a domain rental fee felled many a website. Realizing that, memory professionals pragmatically and presciently developed memory systems. As they were not integral to the web, many web users today (and over the last two decades) have been caught off guard by the limitations as well as the scope of digital memory.

In adopting the moniker of a “digital dark age,” commentators and pundits were drawing on a long historical tradition of using this evocative understanding of the past. The framing of a digital dark age itself draws on an apocryphal understanding of the past. The period between the end of the Western Roman Empire and the Renaissance was erroneously understood in the past as a period of “darkness,” a marked discontinuity between the Roman Empire and the early modern period. While the term has fallen out of historiographical use, there is still a popular understanding of the medieval era as a dark, superstitious, violent time (one rarely uses the adjective “medieval” as a compliment). Due to this legacy, the “dark ages” is a useful term for cultural commentators. As Matthew Gabriele and David M. Perry note, “the particular darkness of the Dark Ages suggests emptiness, a blank, almost limitless space into which we can place our modern preoccupations whether positive or negative.”8 For early Renaissance thinkers, the concept of a dark age was useful for drawing a distinction between the darkness of the recent past and the brightness of antiquity, which helpfully denied continuity between the Roman Empire and the Holy Roman Empire.9 The term, and the historical implications stemming from it, have thus been useful to commentators for centuries. In any case, even during the period we dismiss as the Dark Ages, much of central Asia was undergoing an age of enlightenment, a flourishing of science, culture, and philosophy.10

Compounding this, record-keeping practices have always impacted our histories and led to inclusions and exclusions. In some ways, for example, we struggle to understand central Asia’s age of enlightenment due to a lack of transcription and translation of critical manuscripts.11 This period, an obvious counterweight to claims of a dark age of human history, is partially obscured by more recent decisions around records and now digitization. Selectivity around sources also influenced Western European historiography and helped contribute to the dark-age framing. Historian Patrick Geary notes that “what we think we know about the early Middle Ages is largely determined by what people of the early eleventh century wished themselves and their contemporaries to know about the past.”12 The Dark Ages are less a product of their own time—and more the outcome of decisions made by successors about what records to retain. History is often more about the stories that are told about the past and the records that are kept than about the past itself.

Archivists and record keepers are thus critical to the construction of the past and our history. If we have a digital dark age of the 1990s or 2000s in our future, it will owe less to the decisions of record keepers made at the time and more to our failed long-term commitment to stewarding this information over the decades and centuries to come. The real challenge of digital preservation is organizational, rather than changing formats or disks.

Discussions around the idea of a digital dark age, both in the media as well as among librarians, archivists, historians, and policy makers, set the stage for two main approaches to web preservation. The first, the Internet Archive, represented a private, nonprofit, technologist approach to the perpetual preservation of web content. Founded by technology entrepreneur Brewster Kahle in 1996, the Internet Archive responded both to prevailing cultural trends while also drawing on Kahle’s earlier (and unique) experience across the digital libraries and information retrieval communities. Yet for the first decade (or longer) of its existence, many feared that the Internet Archive would disappear into the ether, plunging the web back into a digital dark age. With such an accumulation of information, this would be akin to losing a modern Library of Alexandria.

This private initiative was counterbalanced by a second approach, that of national library web archiving in several affluent countries. States can persist when private organizations fail. As early as 1994, the National Library of Canada piloted web-based archiving, followed in 1996 by large-scale projects carried out by the national libraries of Sweden and Australia. These programs offered the institutional stability that the Internet Archive appeared to lack, albeit at the cost of being less flexible due to government regulation and resource constraints. Together, the Internet Archive and national libraries formed an effective memory system.

These approaches complemented each other when it came to the long-term stewardship of digital material. The Internet Archive innovated, collected, inspired, and took on risk. Make no mistake: collecting the web at scale was risky business. Risk was present at every stage—of lawsuits, of breaking copyright law, of losing priceless and irreplaceable data. The Internet Archive could assume these risks in a way that an institution like the Library of Congress could not because of institutional contexts, bureaucracies, and a different risk appetite. Indeed, many national libraries continue to struggle today with collecting and access, often owing to internal risk calculations. The Internet Archive assumed a great deal of the world’s web archiving risk. Several times, as we will see, legal commentators confidently assumed that they would be sued into oblivion. On the other hand, national libraries offer stability and sustainability. They may not have the innovative energy of an Internet Archive, but they should last longer. In any event, given the potential for state failure, it is good to have digital collections in both public and private hands.

Studying the Internet Archive, national libraries, and individual preservation initiatives in isolation does not do justice to the broad intellectual ferment that underpinned the digital transformation of libraries in the 1990s. To understand the rise of web archiving, it is essential to explore the intellectual conversations of the 1960s onwards, the rise of international networks, and those who brought the problem into public conversation. If in January 1996, the web was ephemeral, merely five years later, in 2001, the picture had become much more complicated. We live in a world today transformed by this shift. The digital records of elections, disasters (natural and human alike), pandemics, childhoods, cultural phenomena, memes, and so forth are all preserved to varying degrees.

Historicizing this question thus helps us to understand the limits of memory for the internet and web. Decisions from decades ago shape our record today. The web “remembers” through the work and policies of people and institutions around the world. Yet it does so imperfectly. Viktor Mayer-Schönberger argued in 2009 that “forgetting has become costly and difficult, while remembering is inexpensive and easy.”13 If this book shows anything, it is that the act of “remembering” the web is neither inexpensive nor easy. It requires continuous investment.

Much of the popular story of this problem and its “solution” revolves around the Internet Archive. Brewster Kahle, a Bay Area technology entrepreneur, who prior to the Internet Archive had codeveloped the Wide Area Information Server (WAIS) architecture, was at the end of a stint at America Online when he began to explore whether to establish an organization to preserve the internet. In early 1996, Kahle founded the nonprofit Internet Archive alongside the for-profit Alexa Internet corporation. That they were founded on the same day speaks to the meshing of commerce and altruism. Alexa would crawl data and use it to develop web navigation tools, whereas the Internet Archive would steward the data in perpetuity as a public good. In this arrangement lay the core of the Internet Archive’s sustainability model. In some ways, the meshing of public interest and commerce can be seen in the Internet Archive’s contemporary Archive-It service, which offers paid subscription services for institutions to carry out web archiving while drawing on Internet Archive infrastructure.

Yet the Internet Archive is not the whole story. In 1994, the National Library of Canada launched the Electronic Publications Pilot Project, or EPPP. This pilot investigated the technical and scholarly implications of harvesting selected scholarly journals and new media publications from the web. At a time when it was by no means assured that the web would be the dominant means to access the internet—competing protocols and platforms included Gopher, Archie, and WAIS—the EPPP laid a foundation for future web archiving. Its activities and 1996 final report influenced and inspired other web archiving projects.

In 1996, the National Library of Australia was motivated in part by the EPPP to begin harvesting websites, with an eye to curating a collection of culturally relevant sites for future research use. That same year, the Swedish Kungliga biblioteket (KB) launched its Kulturarw3 project. Yet the Swedes and Australians took very different approaches. Rather than curating a collection, Kulturarw3 instead sought to find every Swedish website. Arguing that the Canadians and Australians had been too narrow, the Swedes believed that harvesting web-based “ephemera” as well as formal publications would be more cost efficient and sustainable. If the real cost came in the time spent by the selector in choosing which webpages to archive, perhaps just letting the crawler loose on the web would be cheaper in the long run. From these early examples came other web archives, including the Library of Congress’s MINERVA project in 2000. Debates over which approach to adopt spurred intellectual conversations around how to capture the web sustainably and effectively. Directing our gaze back to the debates around national libraries and the much broader intellectual ferment helps to broaden our understanding of why and how the web remembers.

Much of this coalesced in the aftermath of the 11 September 2001 terrorist attacks. Within the first hour, it was clear that the attacks would have profound political, social, and cultural importance. As Americans and others went online to check on one another’s safety, to memorialize, vent, remember, debate, and collectively make sense of the events, national libraries, researchers, and the Internet Archive quickly preserved the events of the day and the months that followed. They created a community-based archive of the attacks and cemented the enduring significance of web archives and digital collecting amongst libraries and the public.

Despite this book’s broad geographic scope, these preservation activities were mostly carried out in the Global North, defined in this book as inclusive of affluent countries that are primarily but not exclusively in the geographic north (for example, Australia is part of the Global North). The web grew throughout the period to become the predominant global network. As Gerard Goggin and Mark McLelland argue in their Routledge Companion to Global Internet Histories, we need to complicate our American and Eurocentric narrative of internet histories to think more broadly about the implications of how the internet was implemented and used in countries and regions around the world.14 Parts of the world beyond the United States and Europe often used different systems in place of the web during much of the period discussed in this book, whether bulletin boards in Taiwan or email lists in Korea, which entailed different approaches to digital preservation. Indeed, the Taiwanese bulletin board system, PTT, has its historical record “curated by peer-appointed moderators . . . who exercise the right to periodically clean up a given board.”15 Such material can be crawled, but unlike the common standard of the web, it requires more bespoke technical approaches.16

Until recently, the infrastructure needed to preserve the web required a level of investment and resources found in few places apart from the private philanthropy and entrepreneurship of Kahle’s Internet Archive or the digital preservation programs of a handful of affluent national libraries. Indeed, even today many national libraries rely on the Internet Archive to provide the core infrastructure of web archiving, finding the specialized staffing and infrastructure costs too onerous for their own operational capacity.

Yet the development of core web archiving infrastructure would allow for web archiving to expand beyond the Global North. Many Asian countries today have large national web archiving programs, as do several South American countries, although web archiving programs in Africa remain rare. Indeed, web archiving awareness and activity remains low across memory professionals even in relatively affluent African countries such as South Africa.17 This movement outside the Global North is a recent one.

The interconnected nature of the web meant that the establishment of web archiving infrastructure in the Global North affected the whole world. As early as 2004, Peter Lor (then national librarian of the National Library of South Africa) and Johannes Britz of the University of Pretoria reflected on this imbalance. “There is little doubt that the national libraries and other responsible institutions in Africa and other regions of the developing world are not yet in a position to harvest and preserve the web sites emanating from their territories,” Lor and Britz observed. Given South-North information flows, the coauthors noted that there were many legal and moral issues to explore. They suggested broad moral guidelines for practitioners to follow when archiving the Global South, including doing no harm, disclosing objectives and anticipated outcomes, focusing on reciprocity and equity, depositing data and publication, and—vexingly—considering the principles of informed consent and confidentiality.18 The ways in which web archiving evolved, however, mean that informed consent is rarely possible. Crawlers cross borders and collect material at a rate that eludes human oversight.

The web grows exponentially, meaning that only a handful of institutions—perhaps a dozen—have the specialized training, expertise, and infrastructure to harvest web content at scale themselves. Web archiving, too, grows ever more complex. Yet the international nature of the web means that crawlers from the Global North routinely harvest material created in the developing world. They do so, however, through algorithms that largely represent Global North perspectives. The ensuing archival collection certainly reflects this bias. South-North information flows continue to shape global information ecosystems. In some ways this marks continuity with earlier national library collecting practices, from both foreign collecting to more reciprocal exchanges of government documents for purposes of safekeeping. The Library of Congress, growing in part out of international scientific collecting driven by the Smithsonian Institution in the mid-nineteenth century, amassed large international collections. Its international mandate would see (and sees today) selectors and curators amassing large collections of documents from across the world.19 There is thus continuity in this, as national libraries today use web crawlers to select material, just as they also use purchasing agents or other selectors to curate physical material. Such activities are motivated by the desire to create global collections, as well as a nod toward the value of distributed preservation. Accordingly, even if much of the scope of this book is limited to the development of this infrastructure in the Global North, the impact continues to be global.

The core contribution of Averting the Digital Dark Age focuses on the period from 1995 to 2001, although there is essential context before and after that period that informs this narrative. Much of the first chapter reaches back decades to understand the broader history of what we today call digital preservation. It was only in 1995, however, that the explosion of user-generated content made the prospect of a digital dark age chilling beyond the narrow scope of corporate and institutional records. Digital preservation escaped the staid world of record and archival management and became a pressing social problem. It is one thing to preserve the records of a Fortune 500 company. Records managers can help there. It is another to ensure that your own website, newsgroup postings, and online relationships and communities have a life beyond that of a webmaster’s whim or ability to pay a bill. The digital dark age and the broad problem of digital preservation became a matter of public importance in 1995.

Few histories have straightforward end dates. As I note in my conclusion, digital preservation requires continual attention if it is to be sustainable. Indeed, digital preservation and web archiving remain active areas of research and interest. Technical practitioners discuss best practices for preserving archived material, have conversations about how to expand the curatorial scope to include the voices of marginalized or otherwise underrepresented people, and continually explore opportunities to improve the capture of dynamic events such as protests or conflicts. Can the story of Averting the Digital Dark Age end in 2001 when the field continues to evolve and flourish? Is it hubris to say that the digital dark age has been averted? The conversations around the preservation of the 11 September 2001 terrorist attacks marked a moment when the social debates (Should we preserve this content?) gave way to technical discussions (How can we ensure the fidelity of what we are capturing?). Yet, conscious that an abrupt 2001 ending would unduly cut short my narrative, I carry some stories forward. There is a vast technical literature on this topic, complemented by only a small body of work from the humanities or social science. This reflects the move away from fundamental philosophical questions about whether we should avert a digital dark age and toward the question of how to do so.



The Scholarly Conversation and Structure of This Book

Averting the Digital Dark Age explores how the web stopped forgetting and came to remember. In doing so, it intersects with robust scholarship on web archives as well as libraries and memory more generally. Scholars have explored the theoretical and applied impacts of contemporary web archives, most notably the pathbreaking work of Niels Brügger.20 There is also a growing literature on the use of these collections, including research case studies, ethical explorations, technical refinements to crawling or analysis, and beyond.21 It is also part of a broader field of digital preservation, most accessibly and thoughtfully found in work by Trevor Owens.22

Averting the Digital Dark Age is not a technical guide. While some technical details will be discussed where appropriate, the book emphasizes the social and organizational infrastructure and apparatus that made web archiving possible at scale. Much of the extant literature on web archiving is technical, and indeed, much of the gray material around web archiving stems from the technical conversations between experts on how to carry out this form of archiving. Throughout this book, however, where technological development played a major role in the programs discussed, it will be appropriately centered.

Given the technical bent of today’s web archiving literature, it is perhaps unsurprising that the history of the Internet Archive and web preservation more generally is reduced to several rote paragraphs in most works (including my own earlier work). In these abbreviated treatments, we generally learn that the Internet Archive was founded in April 1996, with some other national library programs beginning shortly thereafter. Few details and context are provided. In general, the narrative of the digital dark age and its “solution” focuses nearly exclusively on Kahle and the Internet Archive, with perhaps a few nods to a handful of other programs in a sentence or two. This is not to underplay the Internet Archive’s significance. Despite the discomfort in contemporary historiography toward hagiography, web archiving’s history is intertwined with Kahle’s vision and efforts, as enacted by the Internet Archive. Yet a disproportionate focus on the Internet Archive neglects the broader cultural moment that gave rise to sustainable web archives around the world and made the Internet Archive’s success possible.23

Beyond the web archiving field, there is a more general literature on digital memory. There web archiving is often reduced to a short overview. Richard Ovenden, for example, notes that in a hundred years, scholars will look to our digital records as sources. In his words, “there is still time for libraries and archives to take control of these digital bodies of knowledge in the early twenty-first century, to preserve this knowledge from attack, and in so doing, to protect society itself.”24 He understandably worries about the Internet Archive’s sustainability. Ovenden is correct that there is more work to be done around institutional digital preservation and web archiving, but arguably institutions both recognized and “took control” of this problem from the late 1990s onwards. Other works, such as the monumental, edited collection Information: A History, only briefly discuss the Internet Archive (understandable given the volume’s broad mandate): highlighting its importance for preserving information but quickly brushing past its origin story with a few nods toward the Long Now Foundation and the web’s lack of an intrinsic memory function.25

While this book is in conversation with the fields of new media history and media archeology, it is at its core a work of historical scholarship. It aims to provide context for media archeologists, but it is not itself a work of media archeology. Informed in part by my grappling with the history of digital preservation, my emphasis is on the representations found within media objects. I am less interested in the physicality of a hard drive or HTML encoding but rather what the represented data, placed in context, tells us about the broader social world.26 Media archeology is in part a conscious rejection of histories that are a “telling of the histories of technologies from past to present.”27 This point is well taken: few historians today would write Whiggish histories of progress, and I am not doing so either. While this book has much to learn from these theoretical approaches—especially around the pitfalls of avoiding nostalgia and adopting these theories as an “analytical tool,” per Wolfgang Ernst—it is at its core a work of traditional historical scholarship.28

For this project, I am especially indebted to those studies that situate earlier media technologies or conceptions into broader conceptual frameworks. Ideas of hypertextual communication and the augmentation of human memory often harken back to ideas such as Vannevar Bush’s Memex (discussed at length in chapter 1). Wendy Hui Kyong Chun’s work suggests that Bush believed that he could break history’s discontinuity—a process “due to a historical accident, to our inability to adequately consult the human record, to human fallibility.”29 Just as the Internet Archive’s Wayback Machine seeks to fix the web and provide a memory, Bush’s conceptual 1945 Memex aimed to provide an all-encompassing view of human memory through analog microfilm technology. Chun’s attention to terminology and concepts is helpful, making us think about what we mean by putting information into “memory”—usually we recall from memory, not consciously put things into it.

The work of Matthew G. Kirschenbaum, too, underscores the complexity that underlies digital files and objects. By looking both at the big picture as well as the “bitstream” of a file, we can understand the longer sweep of digital preservation. In his 2021 Bitstreams, Kirschenbaum gets into the weeds: what does it mean to study, say, a manuscript that was drafted in Word, commented on in iCloud, laid out in Adobe, with versions stored on USB drives, and with sequential and often obscure file names?30 Any deep dive into the Internet Archive reveals the necessity of grappling with these details, and thinking forthrightly about what this kind of scholarship means.31 Crucially, Kirschenbaum is conversant with the sweep of archival conversations around digital records stretching back into the 1960s. His observation that the “shift from an archives (as a place) or even the archive (as a trope) to archiving as an active and ongoing process” was anticipated by archival theorist Terry Cook and requires a different paradigm around the preservation of knowledge. Archiving was previously seen as passive but rather now “is best understood as a continually active process, requiring ongoing care, attention, and maintenance to ensure that systems remain secure, software stays up to date, connections don’t deteriorate, and bits don’t rot.”32 Indeed, Kirschenbaum’s earlier Mechanisms underscored the challenge of digital preservation as “while massively technical to be sure, are also ultimately—and profoundly—social . . . effective preservation must rest in large measure on the cultivation of new social practices to attend our new media.”33

There is some irony in that memory institutions themselves are often difficult objects of historical study. The archives of libraries and archives are themselves limited. As many institutions confront accession backlogs for external content, their more recent institutional records remain inaccessible. Given the relatively recent period of this book, this is an especially acute problem. Fortunately, libraries and archives are avid creators of gray literature (position papers, pilot projects, task force reports), all of which are critical to understand their thinking. In the case of the Internet Archive, and Kahle specifically, much of his private correspondence and files have been fully scanned. Their candor and comprehensiveness are testament to Kahle’s commitment to open knowledge. These documents are supplemented by a series of interviews I carried out with key individuals from national libraries, universities, and the Internet Archive.34 Margaret Hedstrom also generously provided me with material from her own holdings.

Given the book’s scope, I made difficult choices around which institutions and programs to focus on, generally preferring to look at the early adopters. This means that some now-prominent web archiving programs are rarely discussed. One of the most obvious examples of this is the omission of the development of big national library programs such as those of the British Library, the Bibliothèque nationale de France, or the Danish national library. My book is rather the story of the pioneering institutions that laid the groundwork for these larger programs to subsequently thrive in the 2000s and 2010s.

The book advances its argument through a series of five interconnected chapters, proceeding roughly chronologically. The exact disentangling of the cultural moment in 1996 presented challenges in how to order the chapters. The Internet Archive is the focus of chapter 3 and national libraries in chapter 4, but the two chapters complement each other and could be read in either order. By separating them, I am conscious of drawing too firm a division between their approaches. However, their separate institutional lineages and the crucial role played by Kahle lend themselves to separate yet related treatments.

Accordingly, the book opens with chapter 1, “Why the Web Could Be Saved: From Machine-Readable Records to Digital Preservation.” This chapter provides the context behind the preservation of a society’s memory in archives and libraries, underscoring the importance of digital preservation. It then discusses the long sweep of attempts to organize the world’s information, from 1890s global catalogs to the work of Vannevar Bush to the web itself. Finally, echoing many other voices in this field, the chapter argues that we need to understand digital preservation as an organizational rather than a technical challenge. All these disparate forces and factors came together with the web and its preservation.

With the need for web archiving established, chapter 2 is “From Dark Age to Golden Age? The Digital Preservation Moment.” It explores the rise of the idea of a digital dark age and the overall shift toward changing our understanding of electronic records and their implications. It does so by following a series of individuals and organizations including information scholars such as Margaret Hedstrom, Microsoft executive Nathan Myhrvold, science fiction author Bruce Sterling, and the Long Now Foundation, who all helped make the idea of digital preservation more accessible to a general audience. In only a few years, the importance of preserving digital information became accepted within information professions as well as cultural conversations more broadly. If in 1991 the web was ephemeral, by 1997 it faced the prospect of beginning to remember. The next step was to build the necessary infrastructure to make these visions possible.

Chapter 3, “Building the Universal Library: The Internet Archive,” pivots to explore the Internet Archive’s origins, as well as the background of its founder Brewster Kahle. It explores the many factors that gave rise to the institution, as well as exploring how a small startup could grow to define and create the international web archiving landscape. Ultimately this was possible because of the intersection of the cultural forces discussed in chapter 2. They had provided an audience and a foundation of a ready audience convinced of the importance of preservation, transforming what might have been a hobby project into one that could shape the global digital landscape.

Chapter 4, “From Selective to Comprehensive: National Libraries and Early Web Preservation,” explores how national libraries adapted their policies and approaches to the digital age. It looks at Canada, Sweden, Australia, and the United States to explore how the earliest web archiving operations began as well as how they debated amongst themselves as to whether a selective or comprehensive approach would be most effective. These were debates about whether the mass collection of information would lead to large, low-quality, and ultimately less useful, collections as well as what it would mean for the role of a web archivist as a creator.

Finally, chapter 5, “Archiving Disaster: The Case of 11 September 2001,” brings together the currents discussed throughout this book to see how the web archiving community—both the Internet Archive and national libraries—responded to the consequential events of that day. In the immediate hours that followed the terrorist attacks across the eastern seaboard of the United States, it was apparent that the events would represent a historical political, social, and cultural moment. Archivists and librarians moved into action, creating a robust historical record, complementing it with all sorts of digital collecting activities. The digital dark age of 11 September 2001 would be measured not in months but hours. I then conclude the book with reflections on how historical lessons can inform contemporary discussions around privacy and the right to be forgotten today. What have we gained and lost?

Much of this book was researched and written during the COVID-19 pandemic. For many white-collar workers, one enduring image of the pandemic might be a screen: a place to work, connect with extended families, nourish friendships, and beyond. Future generations trying to make sense of COVID-19 will do much of this through electronic records, from government dashboards, social media accounts, and disinformation around the virus and vaccines alike. In their research, they will be the unwitting beneficiaries of the legacies discussed in this book. The web now remembers, for better or for worse. By looking back at how the first professionals and activists responded to the rise of the web and the accessibility of the internet, we can better document and preserve our world today as well.






CHAPTER ONE



Why the Web Could Be Saved

From Machine-Readable Records to Digital Preservation



Without intervention, a conversation, an event, an action—anything that happens, really—is eventually (and usually quickly) forgotten. Perhaps the event lives on for a bit longer in our human memory, before being lost through aging or death. Very occasionally, an event is documented as part of an official record. Or, also rarely, it is captured on a scrap of paper, in a diary, or by somebody’s iPhone recording video. Yet, unless this record is subsequently committed to long-term storage, it too will almost inevitably—eventually, inexorably—disappear.

Archives and libraries must think on long time scales to preserve and steward information. Since the advent of the modern historical profession in the late nineteenth century, historians have drawn heavily on primary documents—documents produced by the object of study or at the time of the event that the historian is studying—that are stored in and by archives. While source bases have more recently expanded to include oral histories, folklore, Indigenous stories, and beyond, there is still a professional bias toward the written word. Archives have never been complete or representative: it was good to be rich, white, and powerful if you wanted to be remembered within institutional structures. The poor, young, racialized, and working-class were often understood only through sources that incidentally captured their experiences. Moving into the 1980s, while archivists and historians were aware of the limitations of their archives, there was a common understanding of how documents and paper could be accessioned into an archive, described, and preserved and made accessible for future generations.

Then the desktop computer changed everything. The increasing volume of electronic records, and later networked ones, threatened to upset traditional archival workflows and thus our society’s approach to long-term textual memory. While archivists were already dealing with the explosion of paper records that accompanied the growing bureaucratic state and modern office culture, electronic records seemed to exist on an entirely larger scale of information. These “born-digital” records required specialized expertise to ingest, maintain, and provide access to. A paper document, properly preserved in a climate-controlled room in an acid-free archival box, will last a long time. An electronic document, on the other hand, resided both on fragile media and prompted worries that there would be no software with which to read. One cannot squint at a digital record and see the 1s and 0s. Even if they could, the 1s and 0s are meaningless absent their translation into intelligible information. By the 1980s, this was compounded by the rise of networked documents and information, a trend exacerbated by the advent of the web in the early to mid-1990s.

This chapter provides the context of digital preservation before the web and during its earliest days. This lets us understand how, despite the lack of an innate memory function—by default, the web tends to forget—the web could actually be saved. This was thanks to the efforts of an earlier generation of digital preservationists who laid a foundation for the conversation that would follow. Beginning with an exploration of why we need to understand archives, the chapter then discusses the early history of networked conversation and hypertext. It then shifts into the broader field of digital preservation, with emphasis on why organization and personnel challenges are far more significant than the technical bits and bytes of a born-digital file. Hardware is not the crux of the problem: policy, procedures, and organization are.


Why the Histories of Archives Matter

Understanding how a society constructs and stewards its archives and archivists is critical to the comprehension of its historical scholarship. Archival silences are shaped both by the context in which records are preserved and the way historians subsequently use them. Historians need to better understand the archives that they use to write their histories. Archives arguably shape our understanding of the past just as much as historians do. In a call for more archival histories, Elizabeth Yale argues that historians need to “understand the histories that have shaped [archives]: these histories constrain the kinds of stories that can be written from any particular archive.”1 Francis X. Blouin Jr. and William G. Rosenberg echo this in their work on the complicated relationship between archivists and historians, noting that our need to understand archives as active agents moves “archives from a place of enquiry to a subject of enquiry, from a locus for research to an object of research.”2 While historians are vaguely cognizant of the role that archives play in shaping knowledge, there is still a broad tendency amongst historians to treat archives, as Alexandra Walsham has argued, “as neutral and unproblematic reservoirs of historical fact.”3 To outsiders, historians’ lack of engagement with archives may seem surprising—yet Walsham is right. Many historians have not, in general (there are many field-specific exceptions such as Indigenous histories or postmodernist historians), thought enough about archives: their origins, histories, and the theoretical conversations that underpin them.4

This is unfortunate. Historians need to be more cognizant of archival scholarship and to be conscious of archives and archivists as active institutions and professionals who actively shape historical knowledge. Archivists are often wholly absent from historical scholarship save for words of thanks in acknowledgments. As professions, historian and archivist have sufficiently diverged that Blouin and Rosenberg make the provocative but no less accurate claim that “any visit by a historian to an archival institution is now an exercise in interdisciplinarity.”5 By being conscious of this, historians are more self-reflective in their work.

For the decisions about what to preserve, accession, and describe—and which documents to not preserve—has dramatic impact on how we understand a historical era. The long-standing archival appraisal process transforms the way in which information is preserved and used.6 This is as true for historians studying the seventeenth century as it is for those of us studying the more recent past.7 As archival theorist Terry Cook has argued, archivists “co-create the archive” through appraisal. They do so by actively deciding what, from the scant documentary record, might be preserved, 1% to 5% of which they have in turn been tasked to appraise and catalog.8 To Cook, “a major act of determining historical meaning—perhaps the major act—occurs not when the historian opens the box, but when the archivist fills the box.”9 While proponents of “objective history” might believe that a historian could visit an archive and examine an unmediated past, understanding how the historical record is created is key for responsible historical scholarship.

Traditionally, historians have dated their profession’s engagement with archives to Leopold von Ranke and his late nineteenth-century establishment of modern, document-fixated professional history. Historians, however, had been using archives for centuries before von Ranke. Archives have a long history of their own too, independent of historians. Markus Friedrich has argued that while the impulse to centralize documents stems from as early as the late twelfth century (Richard Lionheart’s defeat of Philip II and the capture of his royal documents at the 1194 Battle of Fréteval led to centralized record keeping), by the early modern period there was an emerging consensus around the importance of protecting and preserving documents.10 By the early eighteenth century, it seemed impossible to some historians (even before von Ranke) that one could carry out historical work without archives. Philipp Julius Rehtmeyer wrote in 1707 that such an undertaking “would be just like someone who set out to work on a religious book without first diligently gathering readings from the Bible.”11 Historians and archivists thus have a long-intermeshed history, stretching back centuries.

Yet history is never uncritically mediated through archives. Archives were and are, by necessity and design, selective institutions, shaping the record that early historians and contemporary historians alike used and use.12 By the mid-nineteenth century, when von Ranke pioneered his vision of scientifically objective history, holding that through archives a historian could understand the past “wie es eigentlich gewesen ist,” or roughly, how it actually was, he was drawing on a long lineage of archival historians. Yet von Ranke’s emphasis on letting evidence “speak for itself” was a strong, empiricist statement that shaped historical research.13

This emphasis on impartiality was mirrored within the archival profession, representing the then-in-vogue positivist strain in Western intellectual culture. Sir Hillary Jenkinson’s 1922 Manual of Archival Administration articulated a straightforward role for archivists as archival custodians. This vision was of impartial professionals stewarding documents that were deemed authentic by virtue of their relationship to the record producer. Historians could thus then use these documents to see the past “as it was,” unmediated by archivists (in this theory) who were simply passing knowledge on to be preserved.14 The bulk of archival information always made this imaginary role an impossible one, a fact compounded by the rapidly growing volume of archival information throughout the rest of the twentieth century.

Archivists make decisions that unavoidably shape the historical record. If in 1922 it was possible to pretend that archivists were just passing along unmediated information, the sheer volume of information a few decades later made this untenable. At least partially in response to ever-growing archival “bulk,” by the 1970s archival theory moved into a “post-custodialist” phase. Articulated by archival theorist F. Gerald Ham, post-custodialism posited that archivists were “activist archivists.” This was not a political position but rather a recognition of the role of archivists in shaping and influencing the historical record. Ham argued that archivists could no longer be passive custodians in an “age of abundance.”15 Indeed, in 1974, Ham put this clearly: “the archivist must realize that he can no longer abdicate his role in this demanding intellectual process of documenting culture . . . the scope, quality, and direction of research in an open-ended future depends upon the soundness of his judgment.”16

Yet the 1970s witnessed professional estrangement between historians and archivists—just at the moment when conversation and dialogue was especially critical. The reasons for this are complicated, linked to growing professionalism amongst archivists as well as the growing scope of historical inquiry. The social (and later cultural) turn had moved historians away from traditional archives, further removing some common touchpoints. If a political historian used a fairly predictable set of official documents, a cultural or social historian might be more interested in advertisements or marginalia—increasingly idiosyncratic source bases that were less consistent than those used by their counterparts in political or diplomatic history.

This estrangement led to the present situation, where we can perhaps even think of historians using archives as engaging in interdisciplinary engagement, as their shared professional origins are now decades in the past. Edward Higgs, a historian who then worked at the United Kingdom’s Public Record Office in the late 1970s to the early 1990s, witnessed this divorce between historians and archivists firsthand. As he recalled, “there was a great deal of hostility from the developing archival profession, many of whom wanted to see themselves as information scientists rather than the old-fashioned custodians of the ‘handmaidens of the historical profession.’ ”17 Yet many historians implicitly still thought of their archives along those lines. Archives need to be studied, not just as neutral repositories but as sites where history and meaning are actively constructed. “Archives are not storage facilities or receptacles that simply accumulate documents,” Friedrich argues. Archives “are the sum of activities and actions.”18

Electronic records exacerbated these trends. Technology threatened established approaches to archival selection. While it is impossible to keep everything that is produced, what if web archivists could keep everything that they had at least found in the course of their scoping? Would this fundamentally transform the relationship between archivist and document? What if selection was handed over to an algorithm? What role would the web archivist continue to play as an active agent?19 We must also keep in mind that selecting something often means not selecting something else, even if by virtue of inattention or in other cases due to budgetary restrictions. This makes the remaining documents even more significant in their survival. In other words, as more things are kept, the relative salience of the average individual document diminishes. Questions that needed to be explored by archivists and librarians included: should websites be preserved? What of those created by governments? Or those by everyday people? Were webpages transient ephemeral documents, akin to email (until 1989 in the United States, emails were only routinely preserved if they were printed).20 Or were these modern publications, a written record of our time? The pressing nature of digital preservation meant that archivists and librarians would not have the benefit of time as they considered these questions.



Digital Preservation: A Short Overview

The digital dark age problem is an intuitive one. We can all see the longevity of paper, living a long life on our bookshelves, in our shoeboxes, and attics. Conversely, we can see how quickly files and software disappear. Indeed, early internet users were often the first to truly realize just how transient electronic records were. Terry Kuny, who would later help popularize the idea of a “digital dark age,” recalled watching the Soviet invasion of Latvia in 1991 playing out over the BALT-L BitNet listserv. To his surprise, he realized how ephemeral all of this information was: “I was discovering that no one was keeping track of these rec­ords. I ended up sending a ream of paper. The old tractor-feed paper . . . sending it off to I think was some Russian study group somewhere in southern Ontario as an archive, thinking that they might want [it]. I bound it all up and thought, well, this might be a really interesting record.”21 For those like Kuny, this omission inspired action as the scale of potential loss became clear. These problems would accelerate as increasing amounts of society’s memory ended up on third-party platforms, “effectively outsourcing that memory to the major technology companies that now control the internet.”22

Digital destruction presents an ever-present risk. Of course, “analog” information is also at risk. Most paper also disappears, not to mention television recordings, radio broadcasting, and ephemeral telephone conversations. Yet, with the shift to digital information, much more information than ever before will end up being saved in absolute terms. As people move their lives onto third-party digital platforms, it is thus crucial to steward it as best as our society can. Primary documents of the BBS era or PLATO are largely gone, for example. Imagine if the web used by billions today were to meet a similar fate.

Transmitting and preserving information from past to present is difficult. Paper rots. Stone crumbles. Language changes. Memories, passed down through generations, become fuzzy or lost depending on memory traditions. Forgetting is the default. Information, as information scholar Michael Buckland explains, is both “what we infer from gestures, language, texts, and other objects,” but also what we can conveniently refer to as documents: “material forms of communication—bits, books, and other kinds of physical messages and records.”23 Through preservation, from cave paintings to telegrams to photocopying to digitization, these documents can travel across space as well as time, forming our historical record. Preservation, arrangement, and description by archivists transforms what would be a disconnected mess of information into something usable.24 Digital information has compounded this long-standing challenge, with its attendant vast increase in sheer information. Vexingly, of course, digital information is unreadable without interpretation. As Buckland observes, “some kind of special rendering or visualization is necessary even for plain text.”25

In general, there are three main approaches to preserving digital information.26 They can be used alone or in combination. First, migration involves copying information to new media. As an example, data could be transferred from an external disk to a hard drive. One could then continue to migrate the documents onto modern formats again every few years afterwards. In practice, as storage capacity increases, migration takes place when a data center replaces, for example, 4TB hard drives with 8TB hard drives. The physical space on server racks is a scarcer commodity than the drives themselves, so the new drives bring both new life span and renewed infrastructure. Second, standardization involves moving material into a smaller number of longer-term file formats: migrating proprietary word processor files to PDF, for example, or standardizing a host of idiosyncratic image formats to JPEG. There are trade-offs with this approach, as some of the original characteristics of the documents can be lost. Yet it helps to preserve content without needing to steward legacy software. Third, emulation is a solution that sees older operating systems and environments virtually generated. For example, the Internet Archive uses emulation extensively on its site to allow people to play early video games. A virtual emulation environment starts, providing a user access to a virtual MS-DOS prompt from two or three decades ago.

The scope and scale of these broad approaches underscore the difficulty facing the digital preservation field. The landscape behind these strategies has also evolved considerably. In the 1990s and early 2000s, for example, physical media was a major issue. A 2003 anecdote from historian Roy Rosenzweig—who we will return to in chapter 2—underscores the seemingly bewildering pace of change confronting computer users: “At the moment [in 2003], for example, I am trying to ‘migrate’ my old 5¼″ floppies to something more modern. I am using the last machine that I have (and I oversee a lab and set of offices with twenty or twenty-five computers) that has a 5″ drive that still works. And even that requires copying from 5″ drive to 3″ floppy. Then copying to a Windows machine, then burning a CD, and then copying that to Mac. And then I need translation software to read the old WordStar files.”27 This was a personal experience that was more broadly generalizable.

In a 1992 report for the Commission on Preservation and Access, computer scientist Michael Lesk noted the various reasons that new media were a particular problem for libraries and archives. While deterioration was a standard concern of libraries and archives (archives closely monitor humidity levels to ensure the longevity of archival holdings), the additional digital factors of technological obsolescence, proprietary vendors going out of business, and the intermingling of “format, software and hardware” made for a very worrying landscape. To Lesk, the “survival of digital information [did] not depend upon the permanence of a particular object, but upon widespread distribution of the information, and regular refreshing of it onto new technology.”28

Lesk’s report resonates today. Dramatic transformation was necessary for libraries and archives. Rather than just investing in an object’s one-time preservation and providing an appropriate environment, institutions would instead need to invest in a long-term strategy of continually copying and maintaining information.29 This is not to set up another false binary. Preservation has never been “set it and forget it,” whether it has involved a computer disk or a box of paper documents. Yet digital preservation adds another level of difficulty and requires more (and different) resourcing. The 1996 report of the Task Force on Archiving of Digital Information echoed this when it made the case for “migration as an essential function of digital archives” and looked forward to the prospect of the web as unleashing “the production and distribution of digital information.”30

Given the preservation benefits of copying and distributing information, at first glance distributed networks like the internet and web might seem to be ideal places to preserve information. A global interconnected network can both share resources and distribute copies widely. For books, copy censuses began to be carried out at the turn of the twentieth century, seeking to understand the surviving numbers of rare books in global collections.31 Indeed, this was the model that underpinned Nelson’s “Project Xanadu” (discussed later in this chapter). Some groundbreaking preservation programs have indeed leveraged the widely distributed and networked nature of the internet, such as the Lots Of Copies Keep Stuff Safe (LOCKSS) project that has become an open-source application and network to facilitate the peer-to-peer preservation of digital material. With LOCKSS, copies are distributed across the network. Peers then periodically compare their documents with each other to ensure the integrity of their data. This approach avoids the vulnerability of a central registry and represents the potential of what the internet can achieve when it comes to preservation.32 Yet LOCKSS would begin only in 1999, and it requires that libraries and communities have expertise and active engagement to join. By default, the internet forgets. This problem was compounded as the theoretical peer-to-peer nature of the internet gave way to one dominated by a much smaller number of critical servers.33

Potential solutions to these problems of ephemerality would come from the libraries and archives sector. Tasked with stewarding intellectual resources, both those produced by society as well as university researchers, the core ideas that would inspire long-term web preservation began to percolate within research libraries in the late 1980s and early 1990s. Yet they did so inspired by a long lineage of practitioners who had been exploring the problem of preserving digital records for decades.



The Long History of Digital Preservation

While “digital preservation” is a relatively recent term, the practice of needing to accession and preserve digital information stretches back into the middle of the twentieth century. The terminology evolved over this period: from the early 1960s into the mid-1980s, the field tended to be described as “machine-readable rec­ords” (such as stacks of punch cards or records encoded onto tapes), giving way by the middle of the 1980s to the more expansive vernacular of “electronic rec­ords.”34 Only by the 1990s would the term “digital preservation” come into vogue as a descriptive phrase, describing what had been happening for decades.

The popular history of digital preservation often involves the 1960 decennial census in the United States: the first census scanned and processed onto magnetic tape using the Film Optical Sensing Device for Input to Computers system (processing punch cards for tabulating had a much longer history, dating back to 1890).35 The 1960 census myth holds that the National Archives recognized the importance of the tapes for historical preservation only by the mid-1970s, whereby at that point the physical tape drives were obsolete and unreadable.36 The most extreme and popularly digestible account, found in the 1985 Report on the Committee on the Records of Government, claimed that by “the mid 1970s, when computer tapes for the 1960 census came to the attention of archivists, there remained only two machines capable of reading them. One was already in the Smithsonian. The other was in Japan!”37 While the original census response cards were intact, this raised fears that the machine-generated derivative data around the census might have been lost because there was not a machine to connect these tapes to. The idea of needing to break a machine out of the Smithsonian or to fly to Japan just to read information confirmed the worst fears of digital loss.

The reality was less alarming, underscoring the degree to which at least some archivists and memory professionals were equipped to handle these new challenges brought by the digital age. In 1975 and 1976, staff did encounter difficulties with reading the census tapes but succeeded in migrating the information to modern tape drives. Ultimately, only two tapes out of 7,297 were unable to be recovered—and that was because they were lost (“inadequate inventory control”) rather than technologically obsolete.38

The myth of the 1960 US census is thus a useful introduction to the broader field of digital preservation as it reveals several critical dimensions. Hardware obsolescence matters, but more important are policy, procedures, and the organizational attention paid toward information preservation. Like all good myths, it also contains a few grains of truth. While archival organizations had been preserving computer punch cards for decades—in 1939 punch cards were added to the Record Disposition Act in the United States—the 1960 census had been the focus of the National Archives’ “first substantial efforts to preserve electronic information.”39 Dovetailing with contemporaneous efforts by quantitative historians who were meeting with archivists around the retention of data files, organizations were beginning to work on this problem. Meyer H. Fishbein, director of the Records Appraisal Division at the US National Archives, read a paper in September 1970 at the Society of American Archivists annual meeting, arguing that the moment for action was upon the profession. Unless archivists “fulfill[ed] our responsibilities, about one million reels of tape in the Federal Government and more elsewhere will be erased without any archival judgments on the continuing value of the information they store.”40 Yet Fishbein was hopeful for a future where finding aids would be made machine-readable and where archives would “communicate and transfer their information to researchers by remote control circuits.”41

The pathway toward this vision would be a long one. The Data Archives staff at the US National Archives was established in 1968, spurred on by concerns raised by the Social Science Research Council’s Committee on the Preservation and Use of Economic Data.42 The first electronic records were subsequently accessioned in April 1970. By 1977, the Center for Machine-Readable Records was established, becoming the Center for Electronic Records in 1988.43 The story was more complicated in other jurisdictions, absent the unifying force of IBM platforms within the US government or the American approach, which saw government publications as public domain. In the United Kingdom, where records are Crown rather than public property, the landscape meant that central archival bodies tended to advise rather than exercise more direct control.44 A survey of these histories, however, underscores the organizational and policy-based challenges of digital preservation rather than a challenge rooted primarily in hardware or software.

This is not a novel argument. Despite a perception that digital preservation is a technical challenge, practitioners and scholars underscore the social or organizational challenges.45 In his sweeping overview of digital preservation, Trevor Owens argues that “preservation is the result of ongoing work of people and commitments of resources,” a job that is never truly complete. Per Owens: “nothing has been preserved, there are only things being preserved.”46 This is true of all collections, of course, but the nature of the digital—1s and 0s preserved on storage media—means that it truly requires a sustained investment and attention if the information is to persist.

While centers of excellence were established at large institutions like the National Archives, the archival profession writ large was slower to adapt. Across North America, digital preservation was the purview of a small number of government organizations—the National Archives of the United States, a few states (Kentucky and New York), the National Archives of Canada, and a handful of academic initiatives—reflecting both the slow pace of adoption by archivists as well as the considerable overhead costs required to get into this field.47 In May 1983, archivist Richard Kesner gave a keynote to the Annual Meeting of the Association of Canadian Archivists, warning that if archivists did not adapt to “automated information systems . . . before too long we will be relegated to the antiquarian curatorial role that we have heretofore rejected as a misplaced ‘popular’ notion of what an archivist does for society.”48 Seven years later in 1990, when staff at the National Historical Publications and Records Commission reported on the field, they noted that “managing information in electronic form to ensure its availability for future use by a broad spectrum of users . . . is the most significant and difficult challenge currently confronting the archival community.”49 The case was not too different by 1994.50 Archivists understood that there was a challenge facing the profession—but this awareness had not yet been matched by concrete action to redevelop their approach.

The critical issues of digital preservation were (and are) not technical ones but rather organizational ones. As Lesk remarked in a 2014 retrospective, the “greatest danger to digital materials is that we forget the meaning of them . . . Keeping knowledge, rather than objects, is an organizational problem.”51 Sustainable digital preservation requires attention to the “digital preservation triad”: the interplay between management, technology, and content.52 It is complicated. There is the very real continued maintenance of integrity on disk, ensuring that you do not end up with the debt of an obsolete physical format or software encoding (requiring complicated decisions around whether to migrate file formats to contemporary standards or to develop emulation formats). This is all compounded by the exponential growth of digital information. When it comes to government data, for example, “the amount and complexity of data produced threatens to overwhelm the ability of the government to preserve it.”53

Organizational challenges are significant. Despite the long history of digital preservation stretching back into the 1960s, by the early to mid-1990s the field was still nascent. In 1994, archival studies professor Richard Cox looked back to the 1960s and forward to his present day, concluding that the “archival profession in the United States [had] not done well in structuring itself to manage electronic records.”54 While alarm bells were beginning to be rung by scholars in journals such as Archivaria and American Archivist, Cox argued that there was no consensus on archival theory and electronic records, almost no job advertisements (nineteen jobs advertised between 1976 to 1990), and effectively no professional training or curriculum to deal with these issues.55 Cox was blunt about the state of affairs: “it appears that the archival perspective has largely been blocked out of being able to deal with the major instruments in the creation and management of that information, the computer and computer software.”56

The archival profession is a small one, and the world of electronic records or later digital preservation was far smaller. A small number of dedicated practitioners and archival theorists thus had the ability to significantly shape the evolution of the field. Margaret Hedstrom, who we will learn more about in the next chapter, was part of this bridge. Hedstrom was part of the first generation of electronic records specialists and subsequently was then present at web archiving’s inception. These histories were thus part of the original visions of web archiving writ large. Perhaps uniquely among many of these voices, in her 1984 book Archives & Manuscripts: Machine-Readable Records, Hedstrom articulated not only the challenge (fragility and the requirement to decipher via hardware and software) but the opportunities presented by digital records. Archives faced storage challenges, whereas digital records were “very compact, readily accessible, and easily manipulated.” Moreover, such information could be “rearranged, aggregated, compared, and subjected to statistical tests without the laborious tasks of data collection, coding, and data entry by the researcher.”57

The difference between the conversation around electronic records in the 1980s and the conversations that followed was that it was still largely institutionally focused. Even historians exploring the problem tended to think of electronic rec­ords in relationship to corporate histories or government histories (databases, emails, memorandums, and so forth), less so social histories that would come out of document drafts or still-largely-unimaginable online popular conversations. All of that would rapidly change by the mid-1990s, as users flooded online and created reams of user-generated content: initially hosted on their own web servers, but within a year or so increasingly turning to third-party platforms that they largely had little control over. Digital preservation moved from being the domain of records and archival management toward the more dynamic world of popular publishing. To see how, a brief overview of the web’s history shows how quickly it all changed.



The Early History and Growth of the Internet and Web

The internet’s origins lie in part with the network established by the American Advanced Research Projects Agency. It is a far more complicated story, but for the one-paragraph history this can suffice.58 In 1969, the first message was sent across the ARPANET from the University of California at Los Angeles to the Stanford Research Institute. This heralded the birth of the modern internet. Five years later, an open packet switching standard, the Transmission Control Protocol/Internet Protocol (TCP/IP), was introduced. TCP/IP outlined a way that networks could communicate with other networks. By the mid-1980s, TCP/IP was incorporated into the Unix operating system and made free and accessible to all. The ARPANET also adopted this broad protocol and would eventually be subsumed into the much broader emerging network. The world had converged on a common standard. As more and more servers and computers joined the internet, new means of connecting users to information took shape.

The internet can be used in diverse ways. Today, we primarily interact with the internet using web browsers, using the HyperText Transfer Protocol, or HTTP, to visit websites such as Twitter.com or Facebook.com. Indeed, so much of the internet is delivered by the web that “internet” and “web” are often considered synonymous. Internet users also transfer emails using the Simple Mail Transfer Protocol (SMTP), exchange files using the File Transfer Protocol (FTP), or access remote servers across the network using Secure Shell (SSH), or newsgroups via Usenet. Throughout the period discussed in this book, there were other protocols that used the internet and were thus web “competitors” in the race to get people connected to it. These included the Wide Area Information Server (WAIS) and the Gopher protocol that helped users find information in databases and servers across the internet. Many of the acronyms above, such as HTTP, FTP, SSH, SMTP, will be unfamiliar to most internet users today—testament to the seamless power and easy-to-use interface of the web.

The web quickly rose to be the dominant method for engaging with internet-­hosted content. It happened quickly. In 1989, while a fellow at the European Organization for Nuclear Research (CERN) in Geneva, Switzerland, Tim Berners-­Lee implemented a system that he had been exploring in earlier forms since 1980. This was a hypertext-based method for navigating networked information that in 1990 became initially known as the WorldWideWeb. On 6 August 1991, web browsers and code for running a web server were placed on the internet and publicized. From that point onwards, anybody could create their own web server. Uptake, however, was relatively limited until 1995. That did not mean, however, that people were not online in other ways.

For the web was not the full story of early, user-driven networked communication. As Kevin Driscoll vividly illustrates in his book The Modem World, between the late 1970s and roughly 1995, the Bulletin Board System (BBS) was the “prevailing form of social computing for PC users.”59 This archipelago of individual BBS, each run as a private fiefdom by a local system operator, became increasingly interconnected throughout the 1980s. Users had access to various multiplayer games, arrays of shared text files, and messaging, which helped to pave the way for the subsequent mass adoption of the web. For everyday users, it was the local BBS that would represent the promise of networked communication, as opposed to the distant ARPANET, far removed from a user’s personal computer.60 A vibrant community took shape across BBSes. Rather than simply being supplanted or replaced by the web, by 1995, when the web became increasingly dominant and accessible, many BBSes either transformed into Internet Service Providers (ISPs) or moved their communities online (“a continuation of the modem world,” per Driscoll).61 I will return to BBSes shortly as their ephemerality is a cautionary note for digital preservation.

The web quickly grew. The future of the web was made clear on 30 April 1993, when CERN declared that there would be no fees or royalties imposed on the web. In 1993, too, the NCSA Mosaic Browser—similar to modern-day web browsers—was released at the National Center for Supercomputing Applications (hence NCSA), leading to dramatic improvements in the web’s usability and spurring corresponding exponential growth in the number of people hopping on to the now-hyped “information superhighway.” By 1996, some 22% of Americans had used the web, up from 14% the year before. More importantly, the web’s popularity led to reduced usage of Gopher, WAIS, and other internet protocols. In 1995, only 21% of internet users had used the web; by 1996 it was 73%.62 This is worth underscoring, as throughout the period discussed in this book, the web may have existed but was not necessarily the dominant method of internet access.

Despite being called the World Wide Web, it is worth making the necessary proviso that the web was certainly not “World Wide” in this period. As Gerard Goggin and Mark McLelland noted in their 2009 volume Internationalizing In ternet Studies: Beyond Anglophone Paradigms, the “preoccupation with theorizing the Internet as a singular cyber ‘space,’ as ‘virtual,’ or as ‘deterritorialized’ and ‘borderless’ ” has hindered the broader understanding of “diverse international Internets.”63 Similarly, their expansive 2017 volume on global internet histories, bringing together thirty-six chapters of case studies and theoretical interventions, made the strong case that the emerging field of internet histories needed to be constituted as a global one. A linguistic and global shift took place on the internet throughout the 1980s and 1990s. If most of the material was English until the early 1990s, that shifted in the “late 1990s when its percentage of overall language use was reduced by the rapid upsurge in Japanese-, Spanish-, and Chinese-speaking users.”64 Yet even today the Western origins of the internet and much computing infrastructure can still be seen. As per Goggin and McLelland: “It is still somewhat astonishing that the QWERTY keyboard—originally developed to avoid the jamming of commonly occurring letter combinations in English words . . . in nineteenth-century typewriters—is still the main human/computer interface even in countries like Japan where the Roman alphabet is not used for daily communication.”65 This is related to the broader arguments around “ASCII imperialism,” whereby countries and cultures around the world were forced to use a standard set of characters that ignored diacritics and vowel sounds primarily used in non-Western languages.66 Or, in other words, as scholars Daniel Pargman and Jacob Palme rhetorically asked as they coined the term, “Why do people using languages other than English so often have problems using the Internet?”67

These arguments help us understand the world in which web archiving and the broader field of networked digital preservation arose. It was not a truly global “world” wide web, but rather one primarily rooted in North America and Western Europe. Given the resources required to preserve the web (storage, high-bandwidth network connections, and specialized expertise), it would not be surprising that the earliest web archiving operations would arise in comparatively wealthy, Western countries such as Canada, the United States, Australia, and Sweden.

One last issue is worth exploring: the unique nature of the web itself, largely because of the hypertextual connections that made it a “web.” Hypertext was designed to aid memory. However, the web grew so quickly that this itself quickly presented an unprecedented preservation challenge.



A Memory Machine Designed to Forget: The Particular Ironies of Web Preservation

The web’s scale has boggled since it exploded in the middle of the 1990s. “Another principle of digital civilization,” notes journalist and cultural critic Virginia Heffernan, is that “No human can read it.”68 Or, as the late Grateful Dead lyricist (turned cyber activist) John Perry Barlow noted, reading the internet is like “drinking from a fire hose.”69 That the web forgets is an ironic twist as its hypertextual origins lie in the quest to enhance human memory.

Scholars have long tried to organize the world’s information. At its peak in the first few centuries of the first millennium, the Library of Alexandria had “over half a million scrolls,” and while myth holds that it burned down, the reality was that its loss owed not to Julius Caesar or the torch but rather to “the work of many generations, Christian and Muslim, who felt no responsibility to care for pagan learning.”70 Human apathy is a powerful destructive force.

Future librarians would carry on this mission of universal access to knowledge. In 1895 Paul Otlet and Henri La Fontaine worked together to “prepare a bibliography of the publications of all time and places” (emphasis is mine).71 In 1910 this led to the creation of the “Mundaneum” in Brussels, dedicated to the collection and organization of all of the world’s knowledge, which by 1934 had swelled to 16 million cataloging cards. This Répertoire bibliographique universel, or RBU, was “organized to respond to two basic questions, What works have been written by this or that author? and What has been written on this or that subject?”72

The Mundaneum also gave rise to the Universal Decimal Classification, which was a cataloging system that would divide all human knowledge into a set of ten classes, of which each class had ten groups, then ten divisions, then subdivisions, continually allowing for subdivision and thus the expansion of human knowledge.73 While UDC lives on as a cataloging system, the Mundaneum was forced to move under the Nazi occupation of Belgium, and it faced challenges over its coming years. As a concept, however, it held out the idea that all human knowledge could be organized and accessed. It also served as a utopian vision of a centralized internet, anchored in long-term thinking rather than the short-term horizons of corporate stockholders or technology billionaires.74 Similar themes appeared in H. G. Wells’s late 1930s idea of a World Encyclopedia—“World Brain”—a resource that would “be alive and growing and changing continually under revision, extension and replacement from the original thinkers in the world everywhere,” connecting universities, researchers, students, and even journalists.75

Hypertext was a conceptual attempt to make sense of abundant information itself, relying not on cataloging but rather the essential connection of documents and concepts together. The idea of hypertext stems from Vannevar Bush’s 1945 “Memex” concept. Bush was then director of the US Office of Scientific Research and Development during the Second World War and overseer of the Manhattan Project. The name itself was “mem(ory-)ex,” or “Memex instead of index.”76 Bush introduced his idea in a famous July 1945 Atlantic Monthly article, where he imagined a user connecting ideas and following “trails” between documents, working at a desk, weaving a web of information.77 The main technology underpinning the Memex was microfilm, which had similarly inspired H. G. Wells’s—his vision that “in the near future, we shall have microscopic libraries of records, in which a photograph of every important book and document will be stowed away and made easily available”—stemmed from the same moment of optimism that suffused Bush’s work.78 The Memex was a proposed solution to information abundance. With a Memex, the user could move between information along information webs, making connections, and in so doing would theoretically mimic the mind’s information-seeking behavior. The Memex was never built, but the concept endured.

In 1965, Bush looked back at the Memex in “Memex Revisited.”79 Two decades after his original publication, Bush continued to believe that a revolution was necessary in information production, storage, and accessibility.80 In the future (“a long time from now”) Bush foresaw the development of a personal Memex as something that could truly unleash human potential through the augmentation of human memory. Bush was blunt about what this would mean: “Adequately equipped with machines which leave him free to use his primary attribute as a human being—the ability to think creatively and wisely, unencumbered by unworthy tasks—man can face an increasingly complex existence with hope, even with confidence . . . He has built a civilization so complex that he needs to mechanize his records more fully if he is to push his experiment in its proper paths and not become bogged down when partway home by having overtaxed his limited memory.”81 This advanced an argument that struck to the core of historical understanding. Bush saw discontinuities in the historical record as primarily caused by “historical accident” of human memory fallibility; something that could be solved by machines. It was a vision of machines as perfecting human memory-keeping and by extension our historical understandings. As Wendy Hui Kyong Chun has argued, the Memex conflated “storage with access, of memory with storage, of word with action . . . This belief also depends on our machines as being more stable and permanent, and thus better record holders, than human memory.”82

Around the same time that Bush was reflecting on his Memex, Theodor Holm (Ted) Nelson built on Bush’s concept and coined the term “hypertext” itself. In 1965, Nelson defined “hypertext” to refer to “a body of written or pictorial material interconnected in such a complex way that it could not conveniently be presented or represented on paper.”83 Nelson’s idea would take shape in his largely conceptual Project Xanadu.84 As a concept, Project Xanadu offers a compelling hypertext alternate vision that demonstrates that the web’s ephemeral nature was not inevitable, at least not in theory. Xanadu’s hyperlinks would be “bivisible and bifollowable—capable of being seen and followed from the destination document as well as the originating document,” as opposed to the “one-way hypertext” of the web.85 In other words, these links would never break. There would be no 404 errors. Documents themselves would be continually updated and versioned (akin to Wikipedia), and links would themselves be attached to specific characters. Rather than linking to a URL, users would link to the information or concept itself, stored in multiple places around the network.86 While Xanadu was not then built, it outlined a conceptual approach that would have seen the long-term stewardship of information.

Another web alternative, the Wide Area Information Server (or WAIS), designed in part by Internet Archive founder Brewster Kahle and made available in 1990, presented a different vision to access the internet. While I will explore WAIS in detail in chapter 3, Kahle’s recollection is worth quoting at length as it sheds light on WAIS and the later Internet Archive:


The web was just so broken. I mean, it’s such a simple system, but it boy, it really didn’t have any of the features that I put into WAIS towards making it work as a library, and [laughs] with having things live in multiple places and, you know, all the redundancy and structures that I put in place in WAIS, were not in the web. Now, the web works, and you know, WAIS went by the wayside. So, you know, don’t be too complicated here. But I had to fix it by going and trying to gather it all back up again, which was really kind of a kluge [an ill-fitting assemblage of parts] and . . . so anyway, that was the first service of the Internet Archive.87



Many of these alternate systems had archives, versioning, and other mechanisms that kept data accessible and robust. That did not necessarily make them better. These memory mechanisms contributed to the systems’ complexity, perhaps mitigating their growth. Yet it underscores the web’s original sin: it forgets too easily. These alternate visions let us understand link rot not as an inevitability but rather the product of decisions. Such decisions may have been logical, or even necessary to achieve scaling, but the web by its nature did not necessarily need to forget.

If the web was used mostly by corporations or governments with robust document retention strategies, this would not have been a tragedy. In these cases, ephemeral documents could have been managed by document managers. However, by the mid- to late 1990s, much of Western and later global society moved online. These were initially affluent college students, then the upper middle class, but then increasingly more diverse societal strata. The web quickly became part of human society and culture, and by extension, our social and cultural record. A broken link would soon be less a momentary inconvenience but rather a symptom of our society’s imperiled collective memory. Storm clouds of the digital dark age were looming.



The Memory Hole of Pre-Web Networked Culture

The digital dark age did not start with the web. Pre-web communications technologies had already encountered, and then been lost in, a virtual memory hole. In the introduction to her edited volume Social Media Archeology and Poetics, Judy Malloy outlines dozens of historic social media platforms: from 1970s communities in the early ARPANET Request for Comments process and early networked mailing lists and electronic bulletin boards to 1980s Bulletin Board Systems (BBSes) and Usenet discussions (both platforms that started in the late 1970s but hit their stride in the following decade).88 With exceptions—Usenet is to some degree accessible through a variety of online portals and downloads that have been (in some cases intermittently) available through the Internet Archive, and BBS files can be found at textfiles.com—much of this information is accessible only through oral histories, contemporaneous descriptions in computer magazines and books, and perhaps the occasional serendipitous upload on a hobbyist site.

The vibrant “modem world” of BBSes presented perhaps the perfect storm when it came to being archivally resistant. BBSes are studied through scant traces: “shoeboxes of floppy disks, stacks of waterlogged magazines, deaccessioned library books, unmarked VHS tapes, and pirated software.”89 This is thanks to the ephemerality of a BBS, as Driscoll explains: “Bulletin board systems were never crawled by Google or captured by the Internet Archive’s Wayback Machine . . . When a BBS went offline, it vanished from cyberspace, taking all of the files and messages created by users along with it. Data storage was expensive. Most sysops either could not afford or did not think it was necessary to create backup copies of their systems. Often, the best way to record the visual culture of a BBS involved pointing a camera at the computer and making a literal ‘screen shot.’ Home videos occasionally turn up on YouTube.”90 For all the web’s ephemerality, its open standards and ethos would make it possible for a website to be archived by a third party. The later robots.txt protocol, which would give a web admin­istrator a “veto” power over being included in the Internet Archive, gave a bit of the power of the old school sysop power to a webmaster. Active withdrawal was a conscious decision, however, and the default state was not to be opted out. The black hole of the BBS experience would later lend credence and energy to the web archiving experience, as it showed just how precious and vulnerable a widespread virtual community could be to benign neglect and deletion.

Textfiles.com, founded by online archivist pioneer Jason Scott in 1998, contains almost 60,000 files as a “history of writers and artists bound by the 128 characters that the American Standard Code for Information Interchange (ASCII) allowed them,” providing an unparalleled understanding of (mainly) BBS subcultures as well as other forms of early networked communication. Focusing primarily on files from the 1980s, Scott notes that “even these files are sometime [sic] retooled 1960s and 1970s works, and offshoots of this culture exist to this day.”91 “Textfiles” as a genre were a specific subculture of electronic literature; Driscoll describes them as “the broadsides of the modem world, an ephemeral street literature for the information superhighway.”92 Textfiles.com’s invaluable early collection was made possible because of the collecting behavior of Scott himself, as he recalled in a 2012 keynote talk:


I’ve always really been interested in computer history . . . Because of a divorce that occurred early in my life, I really got a sense that nothing was permanent. That anything could change . . . And so, when I was very young, when I could call computer bulletin board systems or go onto online services, I would download everything I found and I would put them on floppy disks and have thousands and thousands of text files and programs and images from that period of time. And in 1998 I put up textfiles.com where I had taken these tens of thousands of files and put them up.93



The files are interesting reading, from fan-circulated Monty Python lyrics to political debates to conspiracy theories and drug-related discussions. Yet these files are largely divorced from their original context. Even a BBS simulator (such as “telehack”) does not capture the interaction and conversations of the early age of networked communication. For that, one must turn to the “history” section of the site, dozens of uploaded narratives reminiscing on their experiences.

This is not dissimilar to other platforms. Consider the PLATO network. PLATO began in 1960 and by the 1970s had expanded to thousands of terminals around the world, networked together via large mainframe computers. Recent scholarship has vividly demonstrated the significance of PLATO (and similar systems) to the origins of online communities. These were platforms where several computing milestones were reached decades before the popularization of networked communication via the web. Joy Lisi Rankin has termed the users of these networks “computing citizens,” who not only used these platforms, but built them, wrote programs for them, and built communities to engage with each other.94 It is a story not of Silicon Valley but rather of K–12 schools, universities, and the liberal arts where these networks were founded. Yet, as Rankin has noted in her book, there was also additional value to studying these educational settings; that particular audience meant that publications “often included meticulous details of individuals’ encounter with the terminal, the keyboard, the screen, the language, the lessons, the appropriate syntax, and similar issues.”95 Yet it has been a hard history to study in part because of the difficulty of studying now-defunct networks. As Brian Dear explains, “it’s as if an advanced civilization had once thrived on earth, dwelled among us, built a wondrous technology, but then disappeared as quietly as they had arrived, leaving behind scraps of legend and artifacts that only few noticed.”96 To write his history of PLATO, Dear interviewed hundreds of participants and corresponded with thousands more. Rankin drew on diverse textual sources as well as a series of oral interviews to bring her story together. All of this underscores the need for robust digital preservation to help document the rich histories of networked conversation.



Conclusion

Human memory is fragile. Digital technology offered up the potential of an information apocalypse, as partially realized in the scant traces left behind by previously vibrant systems and platforms such as PLATO and BBSes. Few primary sources of those communities remain. Yet the digital also opened possibilities: preserve it all and we could have fuller, better human memory. The web in some ways offered both models. It was, by virtue of its decentralization, accidentally fragile and ephemeral. Yet it could be archived in a way that previous systems could not, thanks to its openness and consistent standards. If a web browser could access a server, perhaps a way could be found to remotely back it up.

One final proviso is in order. Despite being called “web archives,” from the perspective of a library or archive they might be formally understood as “web collections.” Websites are often understood (legally, if not ethically) as akin to publications. As a result, most web archiving has been carried out institutionally by libraries rather than archives.97 Yet even if the operational role of web archiving largely ended up in libraries, many of the early theoretical discussions occurred through the prism of “archiving.” This was not just the normal abuse of the word “archive” but rather a consideration of the institutional role of memory preservation. In this sense, the word was used expansively along the lines of “what should our society preserve for future generations?” Users thought of web archives as “archives” as they filled a similar role. Indeed, during the earliest periods discussed in this book, archivists and record managers were more central to the conversations than they are today. Web archives are thus best understood as operating at the intersections of library and archival science. This adoption of archival techniques by nonarchivists is part of a long tradition of archival work being “taken over by people who were not called archivists,” as Markus Friedrich has put it.98

A new balancing point needs to be found in the digital age. Archives and libraries are selective not simply because of limited shelf space and attention but also as they try to create usable collections and records that shape historical knowledge. Abundance is not a virtue in and of itself. Too much information obscures rather than illuminates. Add to this the complexity of people who may want to be forgotten, and we can see the shape of a very complicated landscape that came into relief in the mid- to late 1990s.

As the web began to gain in popularity throughout 1994 and early 1995, this story could have gone either way. We could have faced the mass disappearance of information, or perhaps the continuance of the digital preservation field to ensure its preservation. For it was increasingly clear that a digital dark age was looming. But unlike earlier platforms, this one could in theory be saved. Would society rise to the challenge? In the next chapter, I look at how the digital dark age was articulated—and how solutions took shape.






CHAPTER TWO



From Dark Age to Golden Age?

The Digital Preservation Moment



By the mid-1990s, it was clear to many librarians, archivists, and technologists that the web was both fragile and ephemeral. But what to do about it? The early conversation on digital records, initially centered on corporations and institutions, took on increasing urgency when the records of everyday people were considered and the broad impact of a digital dark age was apparent. While we have seen how conversations around electronic records surfaced by the 1960s and 1970s, by the 1990s what had been a debate and discussion largely happening between record managers and within the archival profession emerged into public consciousness through the frame of a digital dark age. This concept made concerns around digital obsolescence seem like a problem that was not just for the Fortune 500 and governments but all of society. Ideas spread outwards from academic venues and fora such as research libraries and the 1994–1996 Task Force on Archiving of Digital Information to have broader social and cultural impact.

Between 1995 and 1998, a series of individuals—including science fiction author Bruce Sterling, Microsoft Chief Technology Officer Nathan Myhrvold, information scholar Margaret Hedstrom, technologist Brewster Kahle, documentarian Terry Sanders, and Long Now Foundation founder Stewart Brand—reshaped the cultural conversation to broaden digital preservation from an academic field to one understood as having wide-ranging implications. This would not just be the preservation of technical or corporate documents but rather the collective digital memory of our society. They thus laid the foundations to avert the digital dark age. Many of the academic discussions explored at length in chapter 1 received their popularization through these people. This chapter explores the process that built a social and cultural consensus about web archiving. The specific history of the Internet Archive, which owes itself in some ways to the unique milieu of Brewster Kahle, will be primarily explored in chapter 3.

This chapter is primarily focused on thought leaders rather than everyday people. While in part this reflects the record—the individuals discussed in this chapter left behind a rich documentary record in film, media, and academic proceedings—it also reflects the reality of digital preservation at this time. Regular users would have seen digital obsolescence as perhaps inevitable, or something that would be tackled on an individual level: to print off a document or save information on a new computer. Even as late as 1996, users still needed newspaper and magazine explainers to trace out the meaning of the 404 Not Found error. One article tried to make the case that the 404 error had entered the popular vernacular—“he’s 404, man” for “someone who’s clueless.”1 Overall, the ephemerality of web resources was something that was still being explained to many users at this time.2

There were other approaches not discussed at length in this chapter. Fan and community archives began to appear on the web in the late 1990s, such as Jason Scott’s aforementioned textfiles.com in 1998 or the new media arts organization Rhizome’s ArtBase in 1999 (discussed later in this chapter). These vividly demonstrated how some organizations and institutions were independently understanding the web as an archival medium in and of itself, absent state leadership or in many cases respect for copyright.3 But, ultimately, the coordinated, long-term perspective of the Internet Archive and other projects distinguishes the discussions in these chapters. It was people like Myhrvold and Brand who realized that the preservation of web-based digital material required a “systems approach.” Yet everyday users would be profoundly affected by these conversations. Their content would eventually be crawled by the Internet Archive and national libraries. They would feel the impact of the conversations explored here.

If in 1990, the term “digital preservation” did not formally exist and conversations were happening in niche technical venues, by 1997 the idea was so commonplace that a prominent documentary like Terry Sanders’s Into the Future could be made about the topic. The need for, and existence of, the field was assumed knowledge by information professionals, and numerous conferences had by then been held on the subject by a wide variety of stakeholders. Much of this now drew upon a utopian faith that not only would the historical record eventually be saved but that it would be a dramatically better one thanks to technology. The digital dark age would be averted. Through technology, the mists that occluded the historical record could perhaps be dispersed, leading to better histories. As part of this, the conversation dramatically expanded to include technologists, artists, and writers, who began to see potential alongside fear. In averting a digital dark age, could we instead rather see a golden age of memory?


Meeting the Challenge of Digital Preservation: 
The Challenge of Networked Information

As memory institutions, research libraries and archives—both research and national institutions in affluent countries—had by the 1990s begun to build capacity to meet the challenge of digital preservation. Their earlier professional engagement with electronic records would be helpful. This was fortuitous as they would soon face the difficult problem of preserving the web.

The 1990s would mark a watershed moment for the field with the newly coined name of “digital preservation.”4 Terry Cook, an archivist and theorist then based at the National Archives of Canada, posited in early 1992 that archives were then on the cusp of the second generation of electronic records. As Cook explains, the first generation dated from the 1970s and 1980s, involving digital objects such as surveys, statistics, and censuses. While we saw their complexity in the previous chapter, these types of first-generation records were comparatively simple as they were “flat files” without many dependencies. “Each flat file, with sufficient documentation,” Cook noted, “could readily be reconstructed to ‘run.’ ”5

The second generation of records, appearing by the 1990s, would be even more difficult to preserve. These new files, as Cook put it, were “large hierarchical, networked, and especially relational databases [where] information is stored in many internal tables, entities or structures, that have meaning only inasmuch as they are related to each other.”6 The sources of information were also shifting from tabular data to “letters, memoranda, policy summaries, operational case files, crucial financial spreadsheets, vital interpretive graphic material, even maps, photographs and sound recordings . . . being converted into the digital bits that make up electronic records.”7 The groundwork for these complex records was laid well before the web, but these early experiences would help set the stage for the web’s subsequent preservation.

One of the first reflections on the unique digital preservation challenge ahead came with “Electronic Technologies and Preservation,” a report written by Yale University Library administrator Donald J. Waters. Presented at the 1992 Research Libraries Group annual meeting, the paper articulated a future shape of libraries and archives in the digital age. The growing amount of digital information presented growing access problems. “Information also is increasingly available electronically as a direct source of recorded knowledge,” Waters argued, noting the added challenge of “compound documents,” which included hypertext, “mixed text and image,” and multimedia.8 Complementing Waters, in September 1992 the final report of the Cornell/Xerox joint study on digital preservation was released. It foresaw digital technology as enhancing access, highlighting a demonstration project that showed how one could remotely access digital images over a network, echoing earlier utopian takes on networked information.9

As increasing attention was paid toward the merits of making information available on the internet and web, it was not long before digital preservationists began to worry about the web’s long-term sustainability. Yet there was still a gap of a few years between the early 1990s buzz around networked resources and the rise of fears around its ephemerality five or so years later. In part, this reflects the time needed for the web’s dominance to be clear, as it was still part of a broader ecosystem of internet access platforms including Gopher and WAIS.

Nineteen ninety-four was also the year the Commission on Preservation and Access teamed up with the Research Libraries Group to launch the Task Force on Archiving of Digital Information. The Task Force would produce a series of reports throughout 1995 and 1996, culminating in a well-received final report. The twenty-one-member Task Force included librarians, private-sector representatives, and publishers who collectively explored key problems in the field intending to ensure “continuing access to electronic digital records indefinitely into the future.”10 This broad membership was key. As Task Force member Hedstrom recalled “it tied research libraries and archives and digital preservation in a way that was quite holistic for its time.”11

The Task Force’s final report explored themes that would influence the digital preservation world. The report opened with an evocative image, presaging the rhetoric of a digital dark age: “Today we can only imagine the content of and audience reaction to the lost plays of Aeschylus. We do not know how Mozart sounded when performing his own music. We can have no direct experience of David Garrick on stage. Nor can we fully appreciate the power of Patrick Henry’s oratory. Will future generations be able to encounter a Mikhail Baryshnikov ballet, a Barbara Jordan speech, a Walter Cronkite newscast, or an Ella Fitzgerald scat on an Ellington tune?”12 The digital age was dawning, the report noted, with “virtually all printing and a rapidly increasing amount of writing” being done digitally. Yet this needed to be considered in a context of ever-increasing complexity. Digital information’s life might become, echoing Hobbes, “nasty, brutish and short.”13 While the Task Force recognized the long history of digital preservation, the web was an accelerant. Everything would soon be transformed.

How could a library or archive preserve a hyperlinked networked resource if one could not preserve all of the other resources that were hyperlinked from it? Was this content not an integral part of the document? Indeed, the Task Force noted the challenges brought on by an interconnected resource like the web. The report used a network metaphor to explore the question: “If the integrity of these objects is seen as residing in the network of linkages among them, rather than in the individual objects, or nodes, on the network, then the archival challenge would be to preserve both the objects and the linkages, a task that would today be exceedingly complex.” The “stop-gap measure would be to treat the network in terms of its component parts and to take periodic snapshots of the individual [web] objects.”14 This was an early preview of the defining challenge of web preservation: hyperlinks and the issue of completeness.

By 1997, then, thanks to these efforts, the importance of preservation was now understood by many in the library and archival field to be a defining challenge. Two highly cited and influential papers illustrate this. One of them was by an individual long involved in the electronic records field, bringing earlier expertise to bear on this new challenge. This was Hedstrom, by then an associate professor at the University of Michigan’s School of Information and a Task Force member, who minced few words in a 1997 article entitled “Digital Preservation: A Time Bomb for Digital Libraries.” Hedstrom noted that “new technologies for mass storage of digital information abound, yet the technologies and methods for long-term preservation of the vast and growing store of digital information lag far behind.”15 The intersection of “mass storage” and “long-term preservation” was, to Hedstrom, a ticking time bomb. As Hedstrom recalled, this was her most-cited publication, which, to her, was surprising given it was in the somewhat niche journal Computers and the Humanities: “That piece, I would say, was kind of putting a stake in the ground based on where things were at the time. And I have to say, in all honesty, for me personally, it was kind of like, OK, this is the problem and, you know, I don’t have a lot more to say . . . I don’t have a lot more to say about this.”16 The time bomb was a provocative metaphor. Act now, or irreparable damage would be done.

The second pivotal paper was “A Digital Dark Ages?” by Terry Kuny. Kuny raised the special challenge of web preservation. “Libraries which seek out materials on the Internet will quickly discover the complexity of maintaining the integrity of links and dealing with dynamic documents,” he noted.17 Kuny recalled this piece as a similar sort of summative, state-of-the-field article: “[It was me] speaking to the converted in some respects, but saying, ‘basically, this is a huge challenge. I don’t know that we’re up to it.’ [laughs] I don’t know that anybody is up to it, actually.”18 Both accounts were prescient about what lay ahead and helped set the agenda. A digital dark age was on the horizon, and society needed to act quickly.

Within a few years, research libraries would understand digital preservation as a core task. As the web rapidly grew, the conflation of intellectual activity and the web’s growth would lay the foundation for libraries to move into action. Would they be ready in time? For there were now growing fears around the idea of an irrecoverable cultural loss. Concerns mounted that as people moved onto the web, their information could quickly disappear. Would the web be a place where knowledge went to die?



The Dead Media Project

Lisa Gitelman notes that “all media were once new.”19 Just as we continue to call the web “new media,” the phonograph was just as cutting edge and new in its heyday. New media becomes old media, which in turn can become—as science fiction author Bruce Sterling evocatively put it in 1995—dead media. Sterling presented his “Dead Media Project” as a way to challenge the “newness” of new media. Sterling and his message would introduce ideas of digital preservation and obsolescence to a much broader audience than those reached in scholarly journals and professional task forces. The way that Sterling articulated the problem, digital preservation was not just an intellectual or academic concern. It was a problem for society.

Addressing the Sixth International Symposium on Electronic Art in Montreal, Sterling coined the phrase “dead media.” This was an evocative and influential framing. As Tara Brabazon argues, the “term captured lost, marginalized, and obsolete media. It was part archive, part nostalgia, part requiem.”20 Sterling’s speech, subsequently published as the “Life and Death of Media” manifesto, articulated the ephemerality of digital media. “Before we install the latest hot-off-the-disk-drive version of Windows for Civilization 2.0,” Sterling argued, “we ought to look around ourselves very seriously. Probably, before leaping into postmodern ecstasy into the black hole of virtuality, we ought to make and store some back-ups of the system first.”21 To do this would require a rethinking of society’s relationship with technology.

Sterling argued that society needed to move past an implicitly Whiggish narrative of “technological history.” In other words, the model of ever-increasing improvement toward an enlightened present inevitably left little room for technologies that were not part of the main narrative. Sterling contested the techno-utopian narrative of unfettered progress. He argued that media history was governed by a paradigm of progress: “all technological developments have marched in progressive lockstep, from height to height, to produce the current exalted media landscape.”22 What if somebody wrote a history of all the inventions that did not fit into this narrative of progress, to instead consider the new media that became dead media? Sterling proposed that somebody (not him: “someone else”) should write The Dead Media Handbook, “a field guide for the communications paleontologist.”23

Sterling made the fragility of digital information clear to his artistic audience. At one point in his speech, Sterling gestured at his laptop computer—“a Macintosh PowerBook 180.” He noted that it was an impressive machine but that ironically the “name PowerBook somehow suggests that this device can last as long as a book, though even the cheapest paperback will outlive this machine quite easily.”24 This was important. Sterling continued:


Suppose you compose an electronic artwork for an operating system that subsequently dies. It doesn’t matter how much creative effort you invested in that program. It does not matter how cleverly you wrote the code. The number of man-hours invested is of no relevance. Your artistic theories and your sense of conviction are profoundly beside the point. If you chose to include a political message, that message will never again reach a human ear. Your chance to influence the artists who come after you is reduced drastically, almost to nil. You are inside a dead operating system.25



In other words, to Sterling, you “have become dead media.” Something needed to be done.

The energy around his call to action led to the formation of the Dead Media Project. The eloquent and forceful nature of Sterling’s speech gave the dead media manifesto enduring life beyond Montreal. The following year, in 1996, Sterling, joined by fellow science fiction author Richard Kadrey, cofounded the Project. In their coauthored “Modest Proposal and a Public Appeal,” Sterling and Kadrey made the case that new media does die. As they explained, everybody knew of newspapers, TV, video, cable, but perhaps not the “Edison wax cylinder,” “The Pandorama,” or the “teleharmonium.” Just as businesses no longer used pneumatic tubes to send information, Sterling mused, “How long will it be before the much-touted World Wide Web interface is itself a dead medium? And what will become of all those billions of thoughts, words, images and expressions poured onto the Internet? Won’t they vanish just like the vile lacquered smoke from a burning pile of junked Victrolas?”26 Through these statements, which articulated what was at stake, Brabazon argued that Sterling “granted the internet a history and ensured that it was part of a wider analysis of media, communication and identity.”27

The intellectual ferment and energy behind the project’s conception would ultimately be more important than its execution. The project’s listserv grew to have around 600 active individuals by 1999, a place where members could submit examples of dead media, which Sterling would subsequently edit and distribute.28 Yet, in an ironic twist, the project itself languished and began to degrade through neglect. While it has been partially restored today, Brabazon’s note that “if there is anything sadder than dead media, then it is dead links from a Web site on dead media” rings true.29 The community had fallen victim to digital obsolescence.

Yet the project provided crucial historical context and awareness of the web’s ephemerality. That the Dead Media Project itself became obsolete does not occlude its intellectual contribution. Sterling made it clear that, given the ephemerality of so much new media, he did not “expect the Web to last very long indeed, at least not in its present form.” After all, even by 1999 as he explained in an interview with a new media journal, “there are large numbers of abandoned websites on the Web that were partially constructed and then left to rot in cyberspace. And have you tried using ‘gopher’ or ‘WAIS’ lately?”30 Under Sterling’s model, preservation was articulated as less a default outcome and more an exception. It was another blow for the Whiggish vision of progress. What would this, however, mean more broadly for our historical record? Would we be on the verge of a digital dark age? Sterling suggested that new platforms—before they could reach a critical mass and become ubiquitous—were especially risky: it was still unclear what direction the web itself would take. What if everybody built a vibrant culture on the web, only to lose it all? Would we be witness to a mass erasure of history?



The Specter of a Digital Dark Age

Enter the idea of a digital dark age. The concept was best articulated in a January 1995 Scientific American article by  RAND Corporation researcher Jeff Rothenberg. Rothenberg explored the difficulties in preserving digital data. What if, in fifty years, his grandchildren found a CD-ROM? Could they read the physical medium, and even if they could, what about the file formats within? This was not a new challenge. Rothenberg nodded toward the apocryphal fears of the 1960 American census. But as everyday people began to move to the “digital,” he argued that this was going to become an increasingly pressing issue.31 Writing for a popular audience, Rothenberg evoked a mental image that would dominate the popular understanding of digital preservation for the coming decades.

Echoing Rothenberg in his 1997 presentation to the International Federation of Library Associations (IFLA) conference, Terry Kuny stressed that “being digital means being ephemeral . . . it will likely fall to librarians and archivists, the monastic orders of the future, to ensure that something of the heady days of our ‘digital revolution’ remains for future generations.”32 Stewart Brand, the technologist behind the late 1960s Whole Earth Catalog and later cofounder of the Long Now Foundation, was also raising concerns by the late 1990s that records were being quickly lost. “We can read the technical correspondence from Galileo,” Brand argued in 1998, “but we have no way of finding the technical correspondence [of the digital era].”33

The use of a historical argument made the digital dark age framing so effective. It was often informed by a personal experience of the digital historical rec­ord slipping away. Reflecting almost twenty-five years after his “digital dark age” paper was presented at the (IFLA conference, Kuny noted to me that his ideas came out of personal experience: “I realized that, as I started getting a little bit older and moving into the library community, even my own personal digital footprint was disappearing. And it wasn’t even accessible to me. I was having my own personal ‘digital dark age’ all the way through, and it continues. I see it happening all the time. I’ve had a big digital life, but I haven’t been able to maintain the record of my own digital life.”34 Early technology adopters, who would see their own private and professional records face obsolescence before the wide adoption of personal computing, would be key to helping motivate early concerns. The limited spread of personal computing meant that while there was not a popular groundswell of stories about digital loss, early adopters set the stage.

Those working in the archives and records field had, of course, worried about the digital dark age before it became a media trope. Asked about the term, Edward Higgs, a historian who worked at the United Kingdom’s Public Record Office in the early 1990s, and who would help drive early scholarly work in this field, joked, “I think I invented the term actually at some point! I mean, it’s such an obvious thing to say. So probably hundreds of people were using it . . . We were very concerned.”35 Hedstrom recalled that the term itself “came out of kind of the records management world,” reinforcing Higgs’s tongue-in-cheek origin story.36 It was clear that this idea was increasingly widespread by the early 1990s. Others, however, questioned the “sense of panic” inherent in framing digital preservation as a dark age. Paul Koerbin, who began working on the Australian web archive in 1996, recalled that it was not “quite as dramatic as . . . a ‘digital dark age.’ It was just all this material, [these] publishing formats that we’re not collecting.” Perhaps naïvely, as he recalled, Koerbin figured that “you know, once we get [these projects] up and running, we can deal with this.”37 Koerbin recalls that it was viewed as an opportunity: “I heard a lot more about visions of being able to ‘time travel’ through the past web rather than falling into a black hole,” portending the prospect of a golden age of memory.38

We have seen these kinds of source gaps before, even if they lacked the evocative framing of a dark age. For example, television archives continue to be mostly inaccessible for historians. Television broadcasts are “even more ephemeral than the Internet.”39 Not subject to legal deposit, and mostly produced under a copyright regime that required a station to keep just one copy, television has remained mostly off limits and historians’ understandings of the postwar world have suffered as a result. But, perhaps because of the power of digital storage and the democratic prospects of digital media, it was digital media—and the web in particular—that ignited fears of a digital dark age. Television was a broadcast medium—the internet and the web were even more complicated because of the publishing dimension. Due in part to the techno-utopian ferment of the time, many commentators assumed that this problem would eventually be solved. Indeed, to most, it seemed like an article of faith. But in the meantime, commentators worried about how long this would take. How long would the “gap” between the adoption of digital media and a long-term preservation solution be?

The potential length of this gap varied. Danny Hillis, who, as we will see, was instrumental in the digital preservation field more generally, noted that “from previous ages we have good raw data written on clay, on stone, on parchment and paper, but from the 1950s to the present recorded information increasingly disappears into a digital gap. Historians will consider this a dark age.”40 As Brand noted as late as 1999, “with digital media it is increasingly possible to store absolutely everything. The traditional role of the librarian and curator—to select what is to be preserved and ruthlessly weed everything else—suddenly is obsolete.”41

The digital dark age was not just the issue of obsolete disks no longer fitting into a disk drive, or hard drive faults. Those are problems, of course, but solvable ones. As we have seen, the most significant issues are policy and institutions. Hedstrom mused on this point, noting that the “field in general got kind of hung up on some of the wrong things . . . in particular, [it] got hung up on technology, obsolescence and formats.”42 To her, the digital dark age came from the decision for institutions to fix content and keep it offline (and thus inaccessible). Kahle, who would later found the Internet Archive, waxed eloquently at length on this point in conversation with me. The specter of a digital dark age haunted him “every day” of his life, but what he found most interesting was how others understood it:


It’s been interesting to see other people’s ideas of what the threat vectors are [of a digital dark age]. You know, how is it going to happen? And it’s changed over time . . . It’s interesting to see what other people’s, you know, what part of the elephant of the preservation problem they see. And whether it’s the hard drives . . . or is it going to be institutional instability? . . . The biggest problem I see is corporations, the rise of corporations, which is just this viral disease that has really hit the world really since World War Two.43



As Kahle explained, “I thought this was a technical problem. This isn’t a technical problem.” The problem was that corporations don’t have long-term perspectives. Copyright further compounded this. Hedstrom recalled this of the Task Force on Archiving of Digital Information: “And so the important point, which I think came from, as I recall, kind of came from Don Waters, was that the intellectual property owners are kind of the first line of defense against losing stuff. Right? And if they can’t take care of stuff on their own, then they’ve got to negotiate somehow on their intellectual property rights.”44 As we will see, the Internet Archive’s foundational structure and early activities grew out of both realizations: that for-profit enterprises and copyright lie at the heart of these challenges.

Both Kahle and Hedstrom were correct when they emphasized that the political and economic challenges of digital preservation would be more vexing than technological ones. Indeed, the rate of file format change has slowed. This is thanks in part due to the increased file sharing made possible by the web, which may have led to format consolidation. As Hedstrom noted to me, “the Web was a real boon to just being able to keep things going and accessible and moveable . . . when you now need to be able to exchange things in real time, it becomes much, much easier to exchange things over time.”45 This was hindsight, of course. At the time, it all seemed overwhelmingly challenging. Would our human rec­ord go the way of the dinosaurs? At Microsoft headquarters in Seattle, one executive was making that connection.



“Save the Web”: Nathan Myhrvold and the Mainstreaming
of Web Archiving

A dinosaur brain set Nathan Myhrvold down his path to web preservation. Looking at a “plaster cast of the tiny brain pan of a Tyrannosaurus rex,” Myhrvold recalled, “reminded him how few fossil records the dinosaurs had left behind.” From there, Myhrvold began to think about the records that we leave behind—and how, in 1996, that would inevitably involve the records humans were posting on the web. “And in a conceptual leap worthy of Mr. Myhrvold’s training as a physicist,” wrote Denise Caruso in a New York Times profile, “this thought set him to worry about the Internet and the World Wide Web.”46

Myhrvold, Microsoft’s chief technical officer between 1996 and 1999, is fascinating for both his sudden arrival and then departure on the web preservation scene. Becoming a leading figure in 1996 amongst web preservationists thanks to a widely circulated memo, Myhrvold gave a publicized plenary address on the topic in 1997, before almost as quickly turning to his many other endeavors and leaving the preservation conversation.

Myhrvold brought an interesting background and perspective to bear on the field’s problems. By the age of 24, Myhrvold had already earned a doctorate in math and completed a year of a postdoctoral fellowship with Stephen Hawking at Cambridge University, before pivoting to found a Silicon Valley technology company in 1984. It was subsequently acquired in 1986 by Microsoft. He had then become Microsoft’s director of special projects, and eventually chief technology officer. Beyond his everyday supervision of Microsoft’s software development portfolio, Myhrvold became “[Bill] Gates’s strategic planner and futurist.”47 Internally within Microsoft, he became known as the “Insider as Outsider,” releasing “several times a month . . . lengthy memorandums (which can run to nearly a hundred single-spaced pages) that question what Microsoft is or should be doing.”48

While many of these memos are now inaccessible, victims of email’s ephemerality and corporate privacy, those that remain demonstrate an expansive scope. Consider Myhrvold’s most famous missive, “Road Kill on the Information Highway,” a 20,000-word rumination on the internet’s impact. Written in September 1993, the memo grasped the social and cultural impact of networked communication.49 It captures Microsoft’s early grappling with the subject.50 Crucially, it portended future directions for Myhrvold when it came time for him to consider preserving society’s record.

Myhrvold had been reflecting since 1993 on the role that widespread storage of digital information would have on everyday people. The problem of digital preservation was framed in solutionist terms, a solvable problem that in its resolution could go one step further and herald a golden age of memory. “Given the increase in storage on PCs, why not record every version of every file?” Myhrvold rhetorically asked in this memo, “high speed networks and new software will make this quite cheap.” Universal storage could be akin to an airliner’s black box, applied instead to a wider array of social contexts. Some of this was chilling, as increased storage could, for example, keep archives of surveillance cameras. Myhrvold grappled at length with the downsides (all people have told “a lie or done something that in retrospect they aren’t proud of”) but noted that “whether putting your life on line is good or bad, it is very clear that it will be both feasible and quite cheap. Given this I believe that it will be widely used in at least some circumstances.”51 For a memo written in 1993, it was prescient in how it grappled with the societal implications of storage . . . and the downside of having an ever-present historical record.

Beyond the broad implications of cheap storage, Myhrvold saw computing as central to information distribution. In this, he drew parallels with the printing press that drew on his robust understanding of historiography. “It is estimated that Europe had on the order of ten thousand books just prior to Johan’s invention—within fifty years it would have over eight million . . . I believe we are on the brink of a revolution of similar magnitude. This will be driven by two technologies—computing and digital networking.”52 These historical connections were in keeping with his broader historical worldview. Myhrvold was drawing thoughtful comparisons between new information systems, the industrial revolution, and connected historical arguments with contemporary developments.53

These currents came together for Myhrvold when he saw the dinosaur brain. The brain spurred thinking about the fossils that our own society would leave behind (it might seem to be a stretch, but as the father of a one-time dinosaur-­obsessed child, I can say that reading about dinosaurs does spur thinking of a much vaster time scale!). In March 1996, Myhrvold explained to the New York Times why he was so worried about losing web content:


“The Web is losing its history,” Mr. Myhrvold said. But with so much that seems irrelevant published on the Web today, what does it matter? Who needs to chronicle the human achievement of a Web site that is connected by live video feed to a toilet?

Not the point, according to Mr. Myrhvold. Over the last two decades, an historic shift has occurred as an enormous amount of human endeavor—culture, commerce, communication—has moved from the physical world into the realm of electrons.54



Myhrvold grasped the web’s evolutionary potential for historical research, distinguishing his approach from that of the digital preservation community (which was then somewhat focused on university or corporate records). He considered the forthcoming impact on ordinary people. “Every day the Web becomes more and more important in academics, business and ultimately contemporary culture itself . . . Sure, we were all writing, but if we don’t save it, it isn’t part of the historical record,” Myhrvold explained. Indeed, he wondered if people writing about the web in books and magazines might end up being better preserved than the primary documents themselves.55 As I have seen in my own research into the 1990s web, he was right.56

Myhrvold was thus among the first to correctly identify that web preservation was not key to preserving the record of technical decisions and internet culture itself, but all culture as reflected in these new digital media. Perhaps because he occupied a front row seat on network debates at Microsoft, he articulated that the web was the new printing press. Drastic action would be needed for its long-term preservation. Our collective historical record was threatened. It was not just preserving internet history but preserving history on the internet. Growing out of this, by mid-1996, Myhrvold was appearing in the media as somebody, as one magazine article put it, who “lately has been championing the idea of an archive” of the web.57

This was bolstered by the widely distributed “Save the Web” memo that Myhrvold wrote. In the New York Times, John Markoff argued that the “rallying cry to archive the Web began last year when Nathan Myhrvold, the chief technology officer at Microsoft, sent an electronic ‘Save the Web!’ message to a group of colleagues. ‘The Internet isn’t naturally archival,’ he said. ‘The Net isn’t going to archive itself.’ ”58 Similarly, Slate’s Bill Barnes made the same connection, arguing that Myhrvold’s “Save the Web memo last year helped start the archive movement.”59

By spring 1996, Myhrvold’s concerns around the disappearing web brought him into conversation with a historian, Philip L. Cantelon, president of the historical consulting firm History Associates Incorporated. Cantelon brought Myhrvold as well as one of the internet’s founding figures, Vint Cerf (who, in 1973, had coauthored the foundational TCP/IP protocol that underpins the internet), together to discuss convening a conference to deal with the “danger of losing the documents and information necessary to write the history of our times.”60 They planned to hold the event in late 1997 but “all quickly agreed that the urgency of the problem required more expeditious action and the conference was scheduled for February 1997.”61 Invitations would be sent out, and in February, Myhrvold and Cerf cochaired the “Documenting the Digital Age” conference. This would be a major gathering of people to discuss the next steps for action.



Documenting the Digital Age: Historians and the Turning Point
of Web Preservation

The Documenting the Digital Age conference was a significant turning point in web preservation, bringing together historians, technologists, librarians, and archivists from across the private and public sectors. Conference cochairs Cerf and Myhrvold decided that they wanted to move the discussion “beyond the usual professional boundaries,” drawing instead on experts from “private and public sectors, specialists in archives, communications, digital technology, history, and the law.”62 A big problem like preserving the web as the future historical record of society would need diverse voices, from the entrepreneur to the archivist to the copyright specialist. Yet there are ironies to studying the conference. Despite its emphasis on ensuring web preservation and developing action plans, the conference materials themselves were not preserved.63 The conference website, unevenly preserved by the Internet Archive, fell victim to the dreaded 404 after only a few years.

Held between 10 and 12 February 1997 in San Francisco, Documenting the Digital Age was organized by History Associates, with support from the National Science Foundation ( NSF), the telecommunications company MCI, and Microsoft. This sponsorship was in itself significant. MCI sponsored it primarily thanks to Vint Cerf, the TCP/IP codeveloper and then senior vice president of technology strategy at MCI. Myhrvold (presumably) brought Microsoft to the table. Donald J. Waters, then the director of the Digital Library Federation, noted that such sponsorship was rare: big business did not typically sponsor such events. As Hedstrom noted to me, this sponsorship was key for the small field. “We were desperate at that time to try to get industry interested in this, and we were talking about things like: ‘could we get Microsoft to have, besides having a save button, to also have an archive button?’ ” Hedstrom recalled, raising the idea of a button that would comprehensively extract a website’s source code and send it elsewhere for preservation.64

Waters specifically noted Myhrvold’s presence, explaining that he “provided its keynote theme in a widely circulated memorandum in which he asked: ‘who will save the Net?’ ”65 The wide array of attendees was notable, with Slate’s Bill Barnes noting that the event gathered “experts from the computing, telecommunication, and archiving worlds to explore these issues.”66 User voices—notably historians—were relatively sparse, a point to which I shortly return.

The conference has gone largely unremarked upon in the literature, perhaps because of its ephemeral digital footprint. The historian Roy Rosenzweig observed that while Documenting the Digital Age was an important event, as a “partial exception” to the trend of historical nonengagement with archives, in that it involved several historians “but only one university-based historian”—the website had “disappeared from the web, [nor] is it available in the Internet Archive.”67 The conference website was not preserved. However, thanks to the relatively recent keyword search functionalities in the Internet Archive’s Wayback Machine, I was able to find the postconference website at the Internet Archive. This site provided the basics of talks and structure. Hedstrom also provided me with an extensive array of documents from the conference, ranging from position papers to the (NSF final report to correspondence surrounding the event.

Documenting the Digital Age covered many topics, from Myhrvold speaking on the overarching question of “Why Archive the Internet?” to specific points by archivists around what should be preserved, how to preserve it (Brewster Kahle and Donald J. Waters spoke specifically on this question), legal issues, and questions of search. The discussion culminated in the big question: “What do we do next? Who will take responsibility? Who will provide funding?”68

Reflecting on the conference, Hedstrom said it was rewarding. She specifically recalled Kahle’s energy and enthusiasm, as he had just begun collecting with his Internet Archive. Kahle had also begun to worry about takedown notices and other obstacles being thrown in the way of the Internet Archive:


Brewster’s kind of thing was: “Well, let them come after me. I don’t want to be in a position where I have to get prior clearance from anybody who might claim copyright in this stuff and before I capture it” . . . And the discussion was about that kind of thing. Like what would happen if somebody told you that they want their stuff eliminated and wiped out?

And it was more giving Brewster a little bit of: “OK, you have to act a little bit more like a grown up, but you don’t have to cave in completely.”69



For the young field of web archiving, it was optimism—let’s save as much as we can—tempered by realism and pragmatics. Such a conversation served as a useful bridge between long-serving practitioners and newly arrived technologists.

The precirculated papers and presentations covered a lot of ground. Kahle stressed that while the “documents on the Internet are easy documents to collect and archive,” haste was needed because of the short life span of documents. Otherwise, the web would be too unreliable to cite.70 Hedstrom imagined a hypothetical researcher exploring Gulf War Syndrome. As part of this thought experiment, the user discovers that there was an online discussion group. Some of the data has been archived only on magnetic tape, requiring a specialized work­station. Ultimately, after a series of obstacles, the imagined researcher abandons the project.71 Only through a series of forward-thinking interventions could this state of affairs be averted. Waters presented on the experiences of the Task Force on Archiving of Digital Information, echoing the Hobbesian line that the life of digital information would be “nasty, brutish, and short.”72

Myhrvold’s plenary explored how the “Internet is rapidly becoming a key method for communication and the dissemination of documents and ideas,” including email, webpages, bulletin boards, chat services, and the rise of indexing services to find all this information. This represented a revolutionary shift in publishing: “All of these aspects of the Internet are remarkably cheap, both in the absolute, and in comparison with other media.” Myhrvold’s central argument underscored his intervention:


These properties make the Internet a tremendous information resource. Technological trends suggest that the Internet will get a variety of new capabilities over time, such as the ability to easily deal with high quality video. The Internet is about all you could ask of an information resource.

Except one thing: the Internet is not naturally archival.73



There was tension around Myhrvold’s utopian vision of trying to save everything. In focusing on conceptual issues, he risked overlooking the very real technical challenges facing the field.

Indeed, much of the final report prepared for the National Science Foundation goes into detail around the extensive debates that came out of Myhrvold’s evocative call to “save it all.” Hedstrom recalled these debates in our interview. To her, Myhrvold “was sort of standing up talking about how you could save everything. And there’s no reason to think about what you save and don’t save. And I mean, those of us in the archiving world thought it was pretty, pretty naïve.”74 Myhrvold’s argument was: “I believe that it is incredibly dangerous to second guess future generations, and edit the historical record. We should archive all of the net that we possibly can. Ironically, it is probably cheaper and easier to store it all. Digital tape is cheap. Human time to categorize and edit is expensive by comparison. Leave the editing and selection for future generations—or their software agents.”75

These arguments, as we will see in chapter 3, would be enacted with some success by the Swedish national library. The Internet Archive, too, would eventually try to save it all—while this is an unachievable goal, it was something to aspire to. Debate at the conference on this point was extensive, reflecting the lack of consensus around the right approach to take. To some attendees, mass collecting would be postponing the inevitable process of selection (at the very least, it might need to be done by future researchers). Other participants feared that too much information being collected might obscure the data’s context, while others wondered if mass collecting would be the “best use of scarce funds.” Conference attendees were aware of the complexity facing them.76

This debate suggested a growing divide between a technologist approach to preservation—collect it all and sort it out later—and the traditional professional approach to preservation with an emphasis on curation, context, and descriptive metadata. Myhrvold sketched out a vision of future research processes that in some ways presaged the utopian spirit of the digital humanities a decade or two later. In this hypothetical future, researchers would use technology to navigate information, rather than reading pages one by one or consulting finding aids. Researchers would leverage emerging information retrieval technology. “Want to find out who started a particular idea, rumor or trend?” Myhrvold rhetorically asked, imagining a researcher who could find the first occurrence before moving on to related instances. Or, alternatively, to compare presidential elections in 1996 and 2000 by running “cross comparisons by searching and cataloguing sites . . . [t]raditional historical analysis will be possible, but so will many other new methodologies that are enabled by the information retrieval software.”77 Myhrvold was arguably correct about the falling price of storage but underestimated the challenges of processing and making usable terabytes of raw data. We will return to these debates in the following two chapters, as the Internet Archive and Sweden adopted a “collect it all and sort it out later” strategy, whereas Australia, Canada, and the United States emphasized curated and described collections that could be more immediately useful.

In sum, the conference was a comprehensive event that succinctly explained the state of web archiving in 1997 and considered potential future directions. The major players in the field had gathered for this initial conversation, scoping out the problem for the next generation. The attendee list skewed toward archivists, media (John Markoff from the New York Times and Bill Barnes from Slate), and libraries. There was one notable gap in the attendee list: few historians.78 Few historians were there, save MCI’s corporate historian (Adam Gruen, a historian of science), James B. Gardner (a consultant with History Associates Incorporated), and an opening keynote address by Rutgers University historian James Muldoon on the communications revolution.

Barnes summarized the event in Slate. The corporate sponsors and attendees provided a unique flavor. “Corporate executives complained that because their archives are routinely subpoenaed by plaintiffs’ attorneys, they have every incentive to shred their data instead of preserving them,” noted Barnes, adding that lawyers also “worried aloud about privacy and copyright concerns.” Attendees also discussed the ethical implications behind web archives, beginning a vein of discussion that endures today: “Should you have the right to exclude your public page from the archive? (Consensus opinion: Yes.) Should we be saving usage logs, which detail every page a person sees? (Probably not.) Doesn’t this whole thing violate current copyright laws left and right? (Almost certainly.) Should those laws be amended to allow such an archive? (Probably.)”79 At Documenting the Digital Age, discussions around the importance of preserving the web were percolating amongst a growing body of people. Reading the proceedings today, I was struck by the degree to which these conversations held almost a quarter of a century ago echoed the ones being discussed at today’s web archiving conferences.

After the event, there were attempts at organizing follow-up activities to build community and articulate next steps. A shorter (and smaller) follow-up meeting was held in May 1997 in San Francisco, sponsored by the Council on Library and Information Resources (CLIR), with an attempt to create an “agenda for further action.”80 Goals included assigning direct responsibility and continuing these conversations by bringing discussion points back to professional groups, whether governmental, academic, or private. The intention was to keep the momentum going by ensuring that the conversation continued in diverse settings.

Unfortunately, Documenting the Digital Age was not the catalyst the organizers hoped it would be. The lack of the event’s long-term impact can be seen in just how difficult it was to learn about the conference despite the high-profile attendees and supporters. Perhaps a combination of Kahle’s Internet Archive moving forward, as well as national libraries, meant that the immediate action items were handled? Yet the conversations were important, covering significant topics. The event also helped bridge the generational gap, bringing long-time practitioners into conversation with a new generation. Indeed, a documentary video would soon help crystallize and summarize many of these issues for a broader audience.



Into the Future: The Conversation Goes Broadcast

By 1997, the major currents of the digital preservation problem were increasingly well known and widespread across the library and archives field. Awareness would be bolstered in 1997 with the release of Into the Future: On the Preservation of Knowledge in the Electronic Age, an hour-long documentary directed by documentarian Terry Sanders. It aired on PBS and was also sold and circulated on videotape. Drawing on interviews with digital preservationists (Yale’s Donald J. Waters, RAND Corporation’s Jeff Rothenberg), scholars (MIT’s Sherry Turkle and Michigan’s Hedstrom), and other web luminaries (Tim Berners-Lee and MIT Media Lab’s Michael Hawley), the video aired on PBS in January 1998 following earlier commercial availability in September 1997.81

Into the Future is an engaging watch. The documentary opened by touching on the problems of information overload, format obsolescence, electronic books, and literature. It concluded with an in-depth exploration of the problems facing those who sought to preserve the web. The narrator set the stage: “The sheer quantity of digitized information, and the dynamics of an evolving computerized world, create complex problems. One of the most serious is that we pay little attention to preserving electronic writings for the long term, to making sure that important and irreplaceable work will be saved and be available not just for our own use, but for generations to follow. What’s increasingly at risk is survival into the future of recorded knowledge, the survival of collective memory, the core of civilization, the human record.”82 The film in part revolves around the hubris of digital creators. As Rothenberg explains in the film, computer scientists tend to “charge ahead into the future” without paying heed to “old, obsolete systems.”83 The film interviewed most of the important people involved and discussed the major issues in the field. Notable missing individuals included Kahle and Myhrvold.

The documentary underscored the particularly vexing preservation problem of the web. Michael Hawley, then an assistant professor at the MIT Media Lab, explained that his team had tried to launch a web archiving project. “We thought it might be possible over a ten to twenty-day stretch to capture the entire content of the Web and put it in a little time capsule for future generations,” Hawley explained, noting that they were ultimately stymied. The “growth rates of data on the Web” meant that Hawley’s team was “no longer able to do that . . . the net [has] now grown past our ability to suck it back in.”84

Similarly, Rothenberg noted the problems around how to decide just what to select, presaging a problem that would vex archivists over the coming decades. If a document linked out to sixteen other sources, for example, would all sixteen of those need to be preserved? And what about the ones that those in turn link to? “You can think of the web as one huge interlinked connection of documents, you could think of it as a single document if you wanted to,” Rothenberg explained, “it’s dynamic, it’s changing every moment, people are adding things to it, modifying things to it.” Peter Lyman, university librarian at the University of California, Berkeley, added to this, noting that the underlying fundamental issues with creating a digital library were various. As Lyman asked, how best could web archiving happen absent government or even a centralized funding source? How could one develop “something more structured, something that thinks long-term about issues such as preservation, access, quality of information, quality of access?” As would be expected in 1997, the questions were many and the answers few.

Into the Future was well received and widely reviewed. “How fast do archivists have to run to stay in the same place?” wrote Paul Wallich in a review of the film for Scientific American, highlighting the challenges raised by web archiving and concluding that “where the Web was once a map for finding useful information in the ‘real world,’ it is now a territory where that information, ever changing, resides.”85 The American Library Association recommended the film “for all librarians and informed lay-persons.”86 In the Information Management Journal, Juanita Skillman reviewed the film as “a strong wake-up call we all need.”87 Crucially, writing in the American Historical Association’s professional magazine Perspectives on History, Pillarisetti Sudhir gave an in-depth laudatory review that explored how the film contributed “a feeling of unease with the present fascination with electronic recording.”88 The wide range of voices who reviewed the film suggested that Into the Future made a significant intervention in how many of these communities viewed the web.

What was perhaps the most telling about Into the Future was its reception by professional librarians and archivists. It is often difficult to understand the degree to which something is widespread knowledge across a profession. By 1997, it was clear that digital preservation was on the radar of many information professionals. “While those of us within the library and information professions may well learn from this presentation,” noted John Budd in a library journal review of the documentary, “it may be most effective to demonstrate clearly to college and university administrators, library boards, and others in decision-making positions the need for clear thinking with regard to information technology.”89 Sherelyn Ogden echoed this in Library Quarterly, as she noted that, while “the points made in the film will be familiar to most librarians and archivists, they are made very well and bear repeating.”90 This was a significant shift worth underscoring. If in 1990 the term “digital preservation” did not formally exist to cohere the range of activities that were beginning to take shape in that field, followed by the Task Force on Archiving of Digital Information (1994–1996), which introduced many to this new world, by 1997 digital preservation was sufficiently commonplace that not only could a PBS documentary be made about it but that it would be seen as more or less assumed professional knowledge in its reception. This was a rapid development. The field had come a long way.

Into the Future also spurred further conversation. Writing the next year in 1998, Margaret MacLean and Ben H. Davis reviewed the film: “Even handled as it is in a low-key fashion, it is a sobering experience to witness prophets such as these acknowledging the enormity and seriousness of the problem—the lack of agreement, tools, or standards for ensuring the survival of cultural heritage in digital form.”91 But what to do? A gathering held that year would try to bring all these disparate strands together.

“This Is No Way to Run a Civilization”:
The Conversation Comes Together at Time & Bits

As 1998 dawned, discrete threads and conversations were happening across the nascent world of digital preservation. Librarians and archivists had wrapped up the Task Force on Archiving of Digital Information, Kahle had started the Internet Archive, and technologists such as Myhrvold and Sterling had brought the issue to their respective communities. Another community would come together with these groups in a large conversation: thinkers concerned with the long-term future of humanity. These new conversations would combine the tangible questions of electronic artists with the long-term philosophical thinking of the “Long Now.” This would happen at the Time & Bits conference, held at the Getty Art Institute in February 1998. This would be one of the last wide-ranging and high-profile gatherings on the topic for years to come.

It was appropriate that the conference was held at the Getty. Artists had been early web pioneers, drawing on the affordances of hypertext and new media to create rich online art and exhibitions. Despite web art’s vulnerability to digital loss, however, preservation concerns were largely absent from much of the early commentary on net art—perhaps a result of it being such a new medium.92 Yet by 1998, it was a growing concern as seen in the Getty’s decision to host this event. A year later in 1999, the New York City arts organization Rhizome would establish “ArtBase,” an expansive online archive for new media art.93 ArtBase would later emerge as a significant player in the digital preservation space. Early pioneering web-based art was at risk of disappearance.

“Time and Bits: Managing Digital Continuity” brought together an eclectic group of individuals. Some will be familiar names: Kahle, Sterling, Lyman. Others were new to the conversation: Stewart Brand, founder of the Whole Earth Catalog, who was then raising awareness around the digital dark age; the musician and innovator Brian Eno; Wired editor Kevin Kelly; virtual reality pioneer Jaron Lanier; journalist John Heilemann from the New Yorker; Broderbund Software CEO Doug Carlston; futurist Paul Saffo; and digital archiving specialist Howard Besser.94 Apart from a public session at the end of the two-and-half-day event, the participants met in a closed session. Their conversations built upon earlier private online discussions held before the meeting.

The event was sponsored by the Long Now Foundation, a group with complementary aims to those of the digital preservation community. The Foundation grew out of a project that had been bubbling around Danny Hillis’s head—the parallel computing guru who, as we will see in chapter 3, first hired Kahle out of MIT—since the mid-1980s: the Clock of the Long Now, or the 10,000-year clock. Hillis’s idea was to “build a clock that ticks once a year. The century hand advances once every 100 years, and the cuckoo comes out on the millennium.”95 To build such a clock would require long-term thinking. The clock idea would bring people together to examine the different aspects of such a project: Stewart Brand thought about the organization that would sustain it (which would later become the Long Now Foundation), and Eno coined the name itself. A 10,000-year clock would be both a social and technical challenge, as Hillis noted: “Ten thousand years—the life span I hope for the clock—is about as long as the history of human technology. We have fragments of pots that old. Geologically, it’s a blink of an eye. When you start thinking about building something that lasts that long, the real problem is not decay and corrosion, or even the power source. The real problem is people. If something becomes unimportant to people, it gets scrapped for parts; if it becomes important, it turns into a symbol and must eventually be destroyed.”96 The Long Now Foundation was established in 1996 to develop two projects: the 10,000-year clock as well as its “Library” project, which would develop two main tools. First, a “Rosetta Disk” which, rather than being an optical disk, would contain over 13,000 pages in 1,500 languages “microscopically etched and then electroformed in solid nickel.” Pages could then be read through a “microscope at 650X as clearly as you would from print in a book.”97 Second, the “Long Server” project, which was the “the over-arching program for Long Now’s digital continuity software projects.”98

The larger philosophy behind Long Now centered on the idea of civilization as having stretched back some 10,000 years. Inspired by ideas of extending the idea of “now”—the concept of which might refer to timescales as various as this exact moment to the exact week one is living in—to a 200-year time horizon. As digital humanist and librarian Bethany Nowviskie has evocatively explained, the Long Now expounds a “puckishly provocative optimism in everything they do,” as opposed to complementary yet more pessimistic projects, like the Dark Mountain Project, that look toward the end of the world.99 Indeed, Brand’s account of the digital dark age was among the first to best grasp the utopian prospect of big historical data. “If raw data can be kept accessible as well as stored,” Brand enthusiastically explained in 1999, “history will become a different discipline, closer to a science, because it can use marketers’ data-mining techniques to detect patterns hidden in the data.”100 This was the subversion of the dark age concept. What if a golden age of memory was instead upon us?

This kind of big conceptual thinking was characteristic of Time & Bits. The hole idea, as articulated by the conference organizers, was to “do some ‘out of the academy’ thinking.”101 Participants started by sharing problem statements, extensively discussing them, watching Into the Future, and then assembling for a closing panel discussion. The most pivotal background paper, prepared by Lyman and Besser, outlined the problem that society and their small gathering alike faced: “our digital cultural heritage is disappearing, almost as fast as it is recorded.”102 Their essay succinctly summarized where things were in the field, notably in terms of networked information (must you follow hyperlinks to preserve a document?), strategies for preservation including how selective a collector should be, as well as how lessons from earlier format issues such as decaying acid paper could apply to this new problem. The discussions were recorded by organizers and subsequently published by the Getty Institute. Brand also used the event as a basis of a chapter in his 1999 The Clock of the Long Now.

The first task of the event, of course, was to understand the problem’s scope. What was data? “Anything that can be copied,” argued Wired editor Kelly. They then quickly, as a group, declared that, if possible, information should be saved in its entirety. As MacLean wrote: “The group agreed that it would be preposterous to propose any kind of selection criteria on what information should be saved. Many good reasons were cited, including the view that no one has enough wisdom to know which data might be valuable from another perspective in the future, particularly when you consider the analysis of large amounts of seemingly useless data which might have important information en masse.”103 A basic goal was thus established: try to preserve everything that can be copied. Brand would echo this, noting that one had to try to preserve everything as “you never know what will be treasured later.”104 Here the “puckishly provocative optimism” of the Long Now (per Nowviskie) was apparent.105 To make this point, Hillis brought a small replica of the Rosetta Stone to show three things. These were the “impossibility of predicting future importance,” how losing something made it last over the long term (the discovery of the Rosetta Stone ironically made its long-term preservation less likely, he argued), and when it was discovered, it was “immediately recognized as something important.”106

The web presented an increasingly difficult problem but also a promising opportunity for future historians. Brand later noted that with the web, “preservation goes fractal: infinitely branched instead of centralized. Yet this leaves the question, Is the Net itself profoundly robust and immortal, or is it the most ephemeral digital artifact of all?”107 Optimistically, participants at Time & Bits began to focus on the web’s potential robustness—an inversion of the digital dark age. Could the web leverage collective wisdom to help preserve objects? Lanier gave an example of how online aficionados had been saving old video games, but of course, the propensity for links to break and servers to flicker offline made a strong case for fragility and thus the argument for active preservation.108

Bringing together the concept of the Long Now with the need to have preservation and access, Kahle proposed to the group an idea of “breaking the preservation into two parts: into access-oriented media—easier to read and write— and long-term, say 10,000 years, like a time capsule that’s really hard to write.”109 Yet, would even making all these copies and preserving them help when one thought along the lines of millennia rather than years? Lanier thoughtfully observed that so many assumptions were embedded in contemporary computing discourse: “When undergraduates come into computer science departments, they are told about the idea of a ‘file’ as it were a fact of nature, as if it were as fundamental and immutable as a proton. [Lanier] likes to point out that the idea of a file has become locked in place as an idea because of its use in systems. In fact, it is a human invention that resulted from decisions that might easily have gone another way. The first version of the Macintosh didn’t even have files.”110 These were big questions. How could one preserve culture for millennia, move beyond underlying assumptions, to move beyond a pragmatic discussion of emulation, migration, and file fixity toward the philosophical questions around what it is that a society of civilization leaves behind? These diverse comments came together at the final presentations.

“This is no way to run a civilization,” declared Brand in his opening remarks at the concluding public forum. “Brewster Kahle pointed out that one of the peculiar things about the ’Net is that it has no memory. It’s as if it’s now the main event for civilization? We’ve made our digital bet. Civilization now happens digitally. And it has no memory.”111 By memory, Kahle referred to the ephemerality of these digital sources, as opposed to papyrus and other print materials. Next to the stage where Brand hosted the event and called up all of the speakers to discuss their thoughts on the issue, stood sculptor Alan Rath’s art installation “World Wide Web, 1997: 2 Terabytes in 63 Inches”; a tower of four rack-mounted CRT monitors, which would display pages from “500,000 sites gathered and stored by Alexa Internet.” Archived web pages flickered behind the on-stage panelists. To introduce what was at stake, a screening of Into the Future was held immediately before the discussion.

As befitted the only active web archivist at the gathering (and one of the few in the world), Kahle was optimistic. “The first reaction,” Kahle explained, “tends to be, ‘Oh my God, it’s all going away.’ ” For an example of that perspective, he highlighted Into the Future. Yet Kahle offered more hope than the documentary did. “There’s also this twinkle that comes up, which is, now that this is in digital form, we can do fantastic new things that we were never able to do before, in terms of making sense of it all, collecting it, data mining it, moving it all forward.” Kahle argued that they needed to “try to preserve it all՛ but warned that “if we don’t adapt soon, we’ll go through a dark period.”112 Hillis, Kahle’s former colleague from his supercomputing days, then raised apocalyptic warnings of a “digital gap.” “The historians of the future will look back and there will actually be a little period of history around now where they really won’t have the information,” Hillis warned, emphasizing that it was “really the first time that the basic creations of a civilization are being stored on media that won’t last a lifetime.”113

While the conversation was intellectually diverse, the attendees were not. Apart from MacLean, one of the organizers, all the active participants were men. Hedstrom was a notable absence from the stage, given her work in this field, as were many other voices that could have been drawn from the field that we have seen in this chapter.

The other omission was that of future users: where were the historians? And, for that matter, where have they been up until this point in the chapter? Across the Dead Media Project, Documenting the Digital Age, Into the Future, and Time & Bits, historians were mythical constructs: imagined in an idyllic future state, poring over future websites, rather than the actual professionals working at that contemporary moment. Surely historians would be interested in this material, it was largely assumed, and would be able to enjoy these fruits of abundance. Discussed in theory, they were rarely present. Of course, it was true that historians would need to know about the present in the future, and to do so they would need access to these kinds of records. But what would that access look like? Just where were the historians? It turns out that the timing was simply not ideal, as by the mid-1990s, mainstream historians were at the nadir of their engagement with technology.

Historians in the Digital Wilderness

Despite the professional caricature of historians being uninterested in technology, historians have a long track record of engaging with digital information, including critical questions around digital preservation and access.114 Amongst the historical professionals, these early encounters were driven by a wave of digitally assisted historians in the 1960s and 1970s who had then been relatively central to the historical profession. Historian Robert Swierenga posited in a 1970 retrospective of the “computerized research” field that historians were then in the midst of a third wave of computational historians, following 1930s punch card users who sought to tabulate quantitative data such as land mortgage information, to the second wave of 1950s or 1960s scholars who used sophisticated machines to understand historical demography.115 The interdisciplinary journal Computers and the Humanities was established in 1966, and indeed, by 1970 the prospects for “computer-assisted historical projects” augured a wholescale transformation of the discipline.116 Would all historians become digital? The peak of this conversation happened in the 1970s and early 1980s. When digital archivists and librarians convened the first conversations on electronic records in the 1960s and 1970s, historians were prominent participants. It would make their absence during the web age even more notable.

An early encounter was the 1968 Conference on the National Archives and Statistical Research, held at the National Archives of the United States. Occurring during quantitative history’s apex, this conference convened historians, archivists, sociologists, and other scholars who were concerned not only with the use of digital records for historical research but also how to ensure that contemporary digital records would be preserved for the next generation. The issue at hand was the deluge of information accumulating at the archives. The “records since World War I far exceed in volume all earlier records in the National Archives,” noted Meyer H. Fishbein, head of Records Appraisal at the National Archives.117 James B. Rhoads, Archivist of the United States, warned of the “vast quantities of data” being accumulated by his institution.118 These dire predictions anticipated those that would come in the 1990s in both substance and style. Economists and demographers made strong cases for the need to preserve information in a machine-readable format, and they even raised the prospect for remote access to archival holdings.

If historians had been strongly represented in these conversations during the 1970s, however, this changed by the mid-1980s and 1990s. Mainstream historians retreated from quantitative, and thus computational, work. The controversy around the quantitative history of slavery Time on the Cross as well as arguable hubristic overreach (Le Roy Ladurie’s 1968 claim that “the historian of tomorrow will be a programmer, or he will not exist”) combined, with other factors, to lead to its relatively rapid decline.119 As Edward Higgs recalled, there emerged hostility amongst historians toward these quantitative, digital practitioners. “They were coming out with this sort of stuff saying, you know what, all historians are essentially out of date,” Higgs recalled. “And all this stuff got up people’s noses, something dreadful.” Besides, the cultural turn became prominent, leaving digital and quantitative historians sidelined and—a term no historian wants to be associated with—niche.120 Postmodernism was dominating conversations. As the stability of primary sources and their meanings was disintegrating, perhaps there was less emphasis paid toward new kinds of records.121

While what would later become the digital humanities was percolating in the background throughout this period, it would not compensate for this shift that was underway. It is somewhat surprising that there was not more overlap between the nascent field of the digital humanities and quantitative historians, given a shared interest in computers. This perhaps stemmed from the emphasis in the digital humanities toward computational literary studies and its attendant emphasis on marking up documents for analysis, an approach that did not easily scale with electronic records. In any case, the shift for historians away from quantitative methods and toward more traditional social history meant that historians became increasingly disconnected from pathbreaking digital projects.122 As networked communication arose in the 1980s, and the web by the early 1990s, the timing was terrible.

Those historians working in the world of electronic records were among the first to notice the change that was happening around them, as their archivist and librarian colleagues became alarmed about these new records. Higgs recalls worrying about the longevity of email records, in a context where the Public Record Office would become involved only twenty-five years after the creation of a document: “Now, people are not going to be hanging on to things like emails for 25 years. And that was the sort of thing that was concerning me and other people at that time.”123

This concern began to percolate into a little bit of historical scholarship. One of the first explorations of historians and born-digital records came in a groundbreaking special issue of the journal History and Computing on electronic rec­ords. Edited by R. J. Morris, the noted social historian and expert on class formation in nineteenth-century England, the issue looked ahead to what the social and economic records of the 1990s would look like to a historian in fifty or sixty years. Many of the social and economic historians used government records and thus were attuned to the shift happening within governments as these institutions shifted toward electronic records. This special issue, “Back to the Future: Historians and the Electronically Created Record,” appeared in 1992. The editor’s introduction explained the problem at hand: “When did you first hand somebody a text on a disk or send it by e-mail? Almost certainly this did not represent a sharp break in continuity in your practice as a historian. The implications of the changes taking place in the nature of the historical record needs to be assessed by historians even before that process of change is complete.”124 The editorial expressed fears that historians might look back to the two centuries between 1750 and 1950 as the “golden age of paper based history, with few telephones and almost no computers.”125 The problem of digital preservation was well explained from the historian’s point of view, as the editorial pondered whether a policy historian, for example, should “at least have the ability to experience the data as it was experienced by the historical actors at the time?” This might require the use of “preservation or reconstruction of the main frames of the 1960s, or . . . software which simulates SPSS version one running on a KDF 9.”126 Similarly, document types were changing, leading to questions around just what a document was and, relatedly, what should be preserved. For 1992, this was remarkable language in a historical journal. Yet of the four articles, only one was written by a historian. The editorial lamented this absence, noting that “it is clear that this debate will remain incomplete without a great participation from practising historians.”127

The historical contribution, “Virtual Records and Real History,” by Ronald W. Zweig was an important one. Zweig was a political and diplomatic historian, bringing a different perspective than an economic or social historian exploring tabular data. As Zweig noted, political historians until the 1990s had more or less not needed to consider electronic records. “This situation is quickly changing,” he argued, “as the first machine-readable textual records deposited in archives are being opened to research.”128 This would bring new challenges. The “guardianship of office records” was shifting toward IT personnel, who “are not known for sentimentality or their interest in records that they have never seen or handled,” a problem compounded by documents that could “contain links and pointers to many other (interlinked) files of ‘documents’ so that the hypertext links are part of the information that the document contains.”129 Zweig expressed these worries but ultimately remained optimistic, noting that having digitized documents would open new frontiers. “Computerized records will make it possible to use sophisticated search and retrieval techniques,” he prophesied. While mere keyword searching would produce too many results, “if they are combined with an understanding of linguistic equivalences, proximity and Boolean searches, and other techniques used in text retrieval, it will be possible to control the results of a search and to improve its quality.”130 This was an early contribution to what would later become the field of computational history.

The following year, in 1993, the edited collection Electronic Information Resources and Historians was published. Coedited by Seamus Ross of the British Academy, and Higgs, the collection grew out of a June 1993 conference.131 Hedstrom recalled the event as opening “the door to a whole bunch of international things” critical to building community and fostering international engagement.132

Echoing themes from History and Computing’s special issue, Ross opened the collection with the thoughtful “Historians, Machine-Readable Information, and the Past’s Future.” “Awareness among historians of the changing character of contemporary information resources is limited,” Ross noted. Paper records were giving way to electronic ones not only within government but also in commercial operations and even in the consumer realm. Ross was hopeful: “The sheer quantity, diversity, and rich quality of the electronic information resources . . . would seem to indicate that the preservation of the information in electronic form could provide historians with a better opportunity to understand our period than the paper records alone could ever do.”133 His vision was prescient. This “age of electronic records,” as Ross understood it, could swamp “future historians with vast amounts of digital information [that might] impede their research as they attempt to navigate through it.”134

These fears were echoed by historians contributing to the edited collection. Kevin Schürer, a demographic historian who was also assistant director of the British Economic and Social Research Council Data Archive, noted that the long tradition of historians and computers needed to be considered. “Consequently, given current trends in computer-usage, surely it is not all some pervasive technophobia that has caused historians to start sounding the alarm bells in warning,” Schürer wrote. He further encouraged historians to “learn the skills required or suffer the consequences,” but he also noted that this meant more than learning to code.135 What would be needed was an approach to understanding computing that would be more akin to paleography. Perhaps even “technological advances allowing the ‘reconstruction’ of otherwise obsolete software” would be possible, opening the door for a technological solution akin to DNA analysis or radio-carbon dating in other fields.136 This utopian approach to technology stood opposite the apocalyptic rhetoric of the digital dark age. Perhaps a golden age could dawn after all.

Personal electronic communication was still young in 1993. Accordingly, most of the discussions focused on government and commercial records. In a companion piece, however, Schürer raised the prospect of “the diarist, novelist or would-be intellectual sitting at home with [their] word processor.” How could a biographer understand them if only the final product was deposited in an archive?137 Other issues including hypertext and context complicated the matter further, and Schürer’s stressing of the context of its creation was an important one.

Morris offset the optimism with a less sanguine perspective: “Last week (June 1993) I brought home a letter from my daughter. It had been sent by e-mail, transferred to a 3.5″ floppy disk and as a source of information was useless without specific software and hardware. The medium was no longer the message. Access needed a technologically sophisticated method of intervention. It was no longer enough just to know how to read.”138 Email was key. “The age of the network,” Morris noted, would be “by far the most imposing of the problems faced . . . it is not clear we even have the intellectual concepts needed to talk about the issues we faced. The meaning of simple ideas like document, text and context, of provenance and sequence fall slowly and inelegantly apart.”139 Answers were not yet there but could be found through historians becoming aware of contemporary information issues, archivists working with institutions at the moment of record creation rather than thirty years in the future, and more attention to the internet.140

By 1994, then, a small number of historians and information scholars had clearly realized and articulated how important preserving web and network-­based material would be for future research. They were forward looking. At the time, the web’s dominance was not assured. Few were on the web, and competing internet protocols like WAIS or Gopher could still have eclipsed the web as the main way in which people would navigate the global network.

In April 1994, a conference hosted in Hampshire, United Kingdom, tackled the impact that computer networking would have on the humanities. It was a wide-ranging event, addressing topics as varied as preservation, access, digitization, electronic publishing, and organizational impacts. In his conference introduction, Seamus Ross introduced problems of digital archiving and preservation in one of the first-recorded reflections on the difficulties of web archiving to come: “How will networked communications and scholarship be archived? Who should have access to the archive? What levels of documentation should be retained and how should it be generated? What standards of data encoding, compression, and storage media should be used? Who will finance the preservation? What criteria for selection will be used? . . . Are email messages more akin to oral communication than textual sources?”141 Other presentations contemplated potential solutions to these overarching questions. Sir Anthony Kenny, chairman of the British Library’s Board, presciently noted in his keynote address the need to expand legal deposit regimes to encompass electronic material.142 Hedstrom later stressed the importance of archivists thinking expansively: “As more individuals, informal work groups, and ‘virtual’ communities use networks to communicate, carry on discussions, and conduct business, archivists will need to understand these forms of communication as well as they understand the use of electronic systems in more traditional organizations.”143 Yet historians were still absent. Looking backward in a 1998 essay, Ross would accurately note that “awareness among historians of the changing character of contemporary information resources has until very recently been limited.”144 Indeed, after the initial flurry around History and Computing, historians seemed to disappear from the conversation as quickly as they appeared.

This rapid crescendo and subsequent wane in the conversation amongst historians around electronic records, primarily in the years between 1993 and 1995, is a bit surprising. Higgs ruminated on why it might have been the case that scholars tended to “come together, [do] a bit of networking, and then [they] tend to dissipate and people drift off into other things.” He wondered if that was perhaps a combination of boredom, but also more importantly, the niche nature of this field of work. “I wonder if it’s such a niche thing [that] people didn’t really get promoted?” Higgs speculated to me, adding that “so it didn’t fit into intellectual structures, and it didn’t necessarily fit into career paths . . . [history] is a profession, and it is a career structure. And, you know, you don’t get very far from being a niche player.”145

Given the niche nature of this scholarship, for many historians these issues would only come to the forefront with American digital historian Roy Rosen­zweig’s June 2003 American Historical Review article “Scarcity or Abundance? Preserving the Past in a Digital Era.” Given Rosenzweig’s importance in the field, it is worth exploring his approach in some depth. Within the North American, English-language historical profession, the American Historical Review is the top-tier flagship journal, with articles enjoying wide professional readership. For many historians, Rosenzweig’s article would be their introduction to the conceptual flood of born-digital resources that accompanied the web, as well as an introduction to the broader transformation of electronic records.146 The American Historical Review both published Rosenzweig’s article and—due to the article’s foreseen significance—hosted an online discussion where readers could discuss the article with him and amongst themselves.

Rosenzweig’s significance to the digital history field more generally and born-digital records and historical scholarship more specifically is indisputable. Rosen­zweig, an urban and American historian at the forefront both of scholarly fields and of ways to leverage technology to reach new and expanding historical audiences, founded the George Mason University’s Center for History and New Media (CHNM). CHNM was the pioneering home of much of digital history’s new wave of scholars in the late 1990s and early 2000s. Established in 1994, CHNM has the mission of using “digital media and computer technology to democratize history: to incorporate multiple voices, reach diverse audiences, and encourage popular participation in presenting and preserving the past.”147 It remains a significant hub of activity today: developing the citation manager system Zotero, pioneering new publishing platforms, and training and fostering an entire generation of digital historians. Although Rosenzweig died in 2007, his legacy lives on in the now-renamed Roy Rosenzweig Center for History and New Media.148

“Scarcity or Abundance” was Rosenzweig’s contribution to the digital records field. He introduced the problem, summarizing the debates and discussions that had taken place, from archival conversations, Time & Bits, and Into the Future, before bemoaning the lack of interest from historians. Rosenzweig posited that, in part, the “detachment stems from the assumption that these are ‘technical’ problems, which are outside the purview of scholars in the humanities and social sciences. Yet the more important and difficult issues about digital preservation are social, cultural, economic, political, and legal—issues that humanists should excel at.”149 The traditional archival system would break down, he worried, especially in private collections where “preservation cannot begin twenty-five years after the fact.” What if a writer’s heirs found a “pile of unreadable 5¼″ floppy disks with copies of letters and poems written in WordStar for the CP/M operating system or one of the more than fifty now-forgotten word-processing programs used in the late 1980s”?150 Rosenzweig also provided an overview of the Internet Archive, noting its scope and the attending issues of long-term sustainability for a private archive supported at least in part by a philanthropic millionaire.151 Despite these challenges, he was hopeful, noting that “Kahle’s vision of cultural and historical abundance merges the traditional democratic vision of the public library with the resources of the research library and the national archive.” After all, despite the scope of national and research libraries, on-site physical access was necessarily restricted only to those who could physically make it into the reading room.152 He concluded by calling not only for better technical skills amongst historians, but crucially, for collaboration between archivists and historians. The time was now: “If the past is to have an abundant future,” he noted, “historians need to act in the present.”153

Accompanying the essay was the online discussion, which ran for the first two weeks of September 2003 on the American Historical Review website.154 In one of the many sad ironies of digital preservation, the electronic discussion was lost and not integrated with the long-term journal record itself, but it was preserved by the Internet Archive.155 While it was a small conversation of only a dozen authors and twenty-two posts, this both reflected the start of the academic teaching term (early September is not an ideal time for any discussion) as well as the lack of digital engagement by many historians.156 Discussions included what could tangibly be done, the degree to which historians needed to acquire archival training, the need to reduce professional divides, and insightful points around the degree to which digital information loss was any different from the amount of information lost during all periods. An active participant, Rosenzweig provided tangible avenues to foster collaboration through professional organizations, and he stressed that, while earlier information might end up in an archive through neglect, “the difference with digital data is that it appears if we wait twenty-five years, it may be too late—we could have nothing rather than, say, 10 percent of the data.”157

Historians played a complicated role when considering their impact on the field. An early generation of historians, such as R. J. Morris, helped initially bring the conversation forward on how they would be impacted. Yet then, between the early to mid-1990s and the early 2000s, historians disappeared from the scene. Part of this reflected the Anglo-American divide in the historical profession, perhaps, with much of the leading conversations taking place in the United Kingdom, where North American scholars were perhaps less involved. It also may reflect the early burst of digital history in North America, which was focused on public history topics, a force that would not fully join with web archiving until the terrorist attacks of September 2001.



Conclusion

By 1997, there was a widespread, if elite, cultural consensus in favor of digital preservation. From Sterling’s Dead Media Project to Time & Bits to historians like Rosenzweig, there was an increasing understanding that digital preservation could not simply be the purview of governments and corporate librarians but rather would require large-scale, interdisciplinary collaboration to make possible. On the one hand, the digital dark age raised apocalyptic visions of a sundered historical record. Yet, for others, inspired by the spirit of technological utopianism, there arose a prospect that the digital dark age might give rise to a digital golden age: a historical record unlike any that the world had ever seen.

With some exceptions, the individuals and organizations discussed in this chapter represented a more elite perspective: technologists, historians, and media theorists. Individual users, facing a 404 error alone on their home computer or the prospect of a lost document, largely did not feature in these conversations. Yet perhaps on reflection that is unsurprising. Everyday users would experience digital loss on an individual basis. The thinkers and writers discussed in this chapter helped to reconceptualize the problem as a much larger social one. It would not just be the individual trauma of losing some personal documents, recipes, or correspondence, it would be the collective imperilment of our cultural history. Put this way, it was not a matter of an individual tragedy but a looming digital dark age.

But so far, much of what we have seen in this chapter was theoretical: talking about building capacity, significance, networks, and occasional calls for action that were not always balanced by concrete, deliverable steps. The next step was to build the actual memory infrastructure of the web that could preserve it at scale and then provide access to it. During Documenting the Digital Age in early 1997, held in San Francisco, participants were asked “What now?” The Internet Archive had already begun to answer that question.






CHAPTER THREE



Building the Universal Library

The Internet Archive



“The dream of organizing all knowledge has been discredited,” pronounced Steve Steinberg in Wired magazine’s May 1996 cover article. He continued: “[a]lthough a few have continued to dream of a universal library—Vannevar Bush, who described his Memex system in 1945; Ted Nelson, who has been working on Xanadu since the early 1970s—they are widely seen as laughable in our relative, postmodernist era.”1 Yet, Steinberg allowed that there were “hints” of “new systems for sorting and storing information” on the horizon. Could the web form the basis for a universal library?

A quarter century later, the Internet Archive has become the internet’s universal library. The Internet Archive has collected trillions of individual webpages and over 145 petabytes (a petabyte is 1,000 terabytes) of unique content. Its holdings double in size roughly every two years, illustrating both the web’s growth as well as the shift toward multimedia content. While many institutions around the world use a version of the Wayback Machine to provide access to archived web content, the “Wayback Machine” is often synonymous with the official version hosted by the Internet Archive at archive.org/web. Since the mid-2000s, the Internet Archive has also undertaken the comprehensive digitization of books, government documents, software manuals, warranties, junk mail, and beyond, as it seeks to achieve its audacious vision of “universal access to all knowledge.”2 Headquartered in a decommissioned Christian Science church in the west end of San Francisco, the Internet Archive has also emerged as a place to debate new social visions and how the web might reconnect with its early, decentralized origins.

How did this critical part of the web’s memory structure develop? How did a small start-up grow to essentially define and create the web’s memory landscape? Building on the cultural rhetoric and intellectual currents discussed in the previous chapter, Brewster Kahle built a sustainable web archiving organization. The Internet Archive understood the digital preservation problem as a social one, not an individual one, and accordingly developed an internet-wide approach to preservation. Such an approach struck a chord. Kahle’s vision launched it, but the Internet Archive’s large receptive audiences certainly helped to sustain it. The Internet Archive succeeded despite the fears of many. To understand how this happened, we need to explore how the project evolved from a small idiosyncratic institution to a long-term universal library.


The Founding of an Idea: From Thinking Machines to WAIS

The Presidio of San Francisco—built by the Spanish in 1776, handed over to Mexico after its independence, subsequently captured by the United States dur­ing the Spanish-American War, and operated as a military base until 1994—is a picturesque place. Near the Golden Gate Bridge, the Presidio found a postmilitary life as a downtown park and commercial district. In spring 1996, a small group of technology start-up workers moved into a small, two-story, white-­shingled building that had been originally built as a residence and had later served as the military base’s post office.3 The building’s past life as a hub of information exchange was fitting for the organization that leased the building: the for-profit Alexa Internet, along with its nonprofit arm (founded the same day), the Internet Archive.

Then 35 years old, Kahle had been involved in cutting-edge computational and information retrieval technology for over a decade. In 1978, Kahle enrolled at the Massachusetts Institute of Technology, where elements of the Internet Archive vision began to percolate in his mind. Kahle recalls being challenged in 1980 by a friend to “paint a portrait that is better because of the future. That’s better because of your technology.” Pacing back and forth between Boston and Cambridge on the Harvard Bridge, Kahle recalled, he decided that he would set out to “build the Library of Alexandria, version two. How do you make all the published works of humankind available to everybody, forever, for free? And can you make it so that if you [have] anyone who was curious enough to want to have access to these materials, that they could get access?”4 While many undergraduate students have audacious visions, the difference was that Kahle’s vision would actually take shape.

The Library of Alexandria is an apt metaphor, for it captures two main dimensions of the problem facing the centralized accumulation of knowledge. On the one hand, the Great Library of Alexandria—located in Alexandria at the mouth of the Nile River, which accumulated knowledge through both aggressive acquisitionsas well as copying (or perhaps taking) scrolls on boats that docked in Alexandria’s prodigious harbor—represents the utopian dream of having all the world’s knowledge in one place. Kahle drew upon this utopian vision in his dream. Yet there is an earlier cautionary tale around the Library of Alexandria, as encapsulated by Enlightenment thinkers. It “represented an Icarian dream: the greatest library in the history of the world, and it went up in flames.”5 For the Library of Alexandria also suggested the importance of broadly distributing knowledge. The Library of Alexandria was lost, a victim of long-term neglect. Multiple copies of texts, broadly distributed, can safeguard knowledge. The Internet Archive would later heed this lesson as it began to host its data around the world.

In 1982, Kahle graduated from MIT and was recruited by Danny Hillis—who as an MIT doctoral student first met Kahle while seeking undergraduate volunteers—to become one of the first employees of Cambridge, Massachusetts–based Thinking Machines.6 We have already encountered Hillis via the Long Now Foundation. Thinking Machines was a fascinating company, with a range of ambitions spanning artificial intelligence to the (linked) development of parallel supercomputing. The company was also situated at the heart of the MIT intellectual technology community. Chuckling in a self-deprecating fashion as he mentioned a series of luminaries who also worked with Thinking Machines, Kahle recalled conversations he had around this time with Stephen Wolfram (later founder of Wolfram Research) and Richard Feynman (the Nobel Laureate physicist), and their thought experiments around how one could store all this information in a computer:


This was a time when we were building a supercomputer that had 32 MB of RAM, really. And we were building the biggest disk system . . . It had five gigabytes in it, right? So, this is the high end, multimillion dollar supercomputer of the mid-1980s. But we knew that it was going on a particular curve. So, we just stood out the curve and said, all right, when will this be doable? And it was, you know, a decade, a couple of decades. But it was, you know, three decades. And all the technology would be there!7



Building a second version of the Library of Alexandria was essentially impos­sible with the technology of the 1980s. But Moore’s Law of exponential growth within the computing field portended future opportunities.

All this data would be useless, however, unless one could understand and process data at scale. Enter the idea of a “thinking machine.” While parallel computing as a concept had been around since the 1950s, Thinking Machines aimed to develop machines with up to one million processors that would allow the “process[ing of] vast amounts of data on a real time basis.”8 By 1991, Thinking Machines had convincingly demonstrated the superiority of parallel over serial computing architectures, with one of its computers being declared the “world’s fastest computer” in one competition.9 Despite technical success, Thinking Machines faced commercial struggles and by 1994 entered chapter 11 bankruptcy and layoffs.10 By 1992, however, Kahle had left Thinking Machines to spin off a separate company based around providing commercial services for the Wide Area Information Server (WAIS) protocol.11

WAIS was an important part of the internet’s early history. It existed alongside the web and services such as Gopher as a way for people to access the growing global network. As Kahle explained to the New York Times in 1991, the idea behind WAIS was to apply supercomputing to the “problem of ‘information overload.’ ”12 Similar to how Berners-Lee positioned the web as bringing order amidst information overload, WAIS had its origins as a way to internally provide “corporate memory” within Thinking Machines.13 Both the web and WAIS were internal solutions to a problem that would have much broader social significance. The development of WAIS began in 1989, when Thinking Machines partnered with Dow Jones, Apple, and KPMG Peat Marwick to design a system for searching across multiple networked information sources using natural language queries. Kahle moved out to the Bay Area to work on this project, inspired by a friend’s advice that you should “go someplace where people don’t think you’re crazy.”14 Each partner played a different role in the project: Apple developed the front end, Dow Jones provided data, and KPMG Peat Marwick both provided corporate data and conducted user testing.15 The project idea was to have “personal, corporate and wide area information all woven into the same system,” and it would be used by executives and other end users themselves (as Kahle noted, it wasn’t going to be a “call your librarian or your assistant to do it for you” type of system).16 It was essentially an early stab at weaving the disconnected internet together into a universal library, with one access point.

A WAIS user searched across diverse internet sources using plain-language phrases. For example, a WAIS search for “Apple Computing” presented aggregated results from news sites, stock markets, business reports, and any other databases that might be connected. WAIS used the Z39.50 protocol, which had been developed by research libraries to connect with each other to facilitate interlibrary loan and information exchange. While WAIS was free for users, the computational power required to drive searches suggested a potential role for Thinking Machines supercomputers as underlying infrastructure.17 By the early 1990s, WAIS was significant within both the library and information retrieval community. Mary Lukanuski, a data collection librarian at the RAND Corporation, wrote about the prospect (and fears) that WAIS presented: “Imagine the capacity to search a variety of databases through one interface. Imagine searching in everyday language, without having to use Boolean operators. Imagine not logging in and out when changing databases. Imagine accessing text, sound, and images with the same interface. Before you say ‘Not!’—wait. This is all being done within the Wide Areas Information Servers (WAIS) protocol.”18 Screenshots confirm the relative ease of searching using WAIS with its graphical interface. It is also worth underscoring that WAIS predated the web in its public availability (and for a time contended with the web to be one of the main ways that users would access the internet).19

Kahle left Thinking Machines in 1992 to establish WAIS Inc. in a picturesque mansion in Menlo Park, California. The bucolic surroundings presaged the Internet Archive’s unique future locales. As Kahle noted to me, “if you’re working in Suite 201 in some anonymous office park, you will start thinking like Suite 201 in some anonymous office park, you will just start thinking generically.”20 He was joined there by John During, who provided the business acumen for a standalone company.21 Kahle had already left Massachusetts for Silicon Valley to work out of the Apple offices while part of Thinking Machines’ WAIS project, and ultimately, felt that the supercomputing-focused parent company would not provide the necessary investment that WAIS needed.22 The new independent company would be built on the freeware developed at Thinking Machines, largely allowing Kahle to sidestep intellectual property issues.

The surroundings also made sense in a more abstract, intellectual sense. WAIS, and the later Internet Archive, would very much be influenced by the “California Ideology.” This idea, originally emerging out of the techno-utopianist visions of venues such as Wired, drew on a larger intellectual lineage stretching from earlier countercultural and communalist individuals and groups such as Stewart Brand and the Whole Earth Network. As historian Fred Turner has noted, this ideology was one of “tear[ing] down hierarchies, undermin[ing] the sorts of corporations and governments that had spawned them, and, in the hierarchies’ place, creat[ing] a peer-to-peer, collaborative society, interlinked by invisible currents of energy and information.”23 This well describes both WAIS and the later Internet Archive.

Built on a freemium model, the company would merge freeware—the WAIS software was freely available so anybody could run a basic server and access the network—with value-added services.24 This was an early version of a business model that is widespread in today’s open-source software community. WAIS Inc. aimed to help corporations make money but also to capitalize upon “a new type of literature coming from people unleashed from the constraints of traditional publishing; we believe anyone can be a publisher.”25

This built on Kahle’s professional experience with publishing and digital libraries. The company also planned to leverage artificial intelligence to improve the relevance of returned search results. “WAIS is like a research librarian who watches you read through a stack of information, taking notes on what you looked at first and set aside for future reference, and what information you threw away,” Kahle explained to Forbes.26 Within a year, WAIS Inc. was providing services to customers as varied as the Environmental Protection Agency, Rice University, and the Library of Congress.27 In 1994, WAIS Inc. was running a profit.28

By mid-1994, WAIS had become one of the main ways to access the internet alongside the web and Gopher. That would soon change. The web was growing increasingly prominent as it became increasingly useful and accessible, particularly with the launch of the NCSA Mosaic browser. Seemingly overnight the ease of Mosaic made it clear that the web had “won” and was even becoming synonymous in daily vernacular with the internet itself. WAIS would need to adapt to this reality. The WAIS team was soon looking for ways to incorporate their service with the web. One solution was to market WAIS as the web’s “index,” a useful complement to web browsing. The connection between WAIS and the library community also continued. In summer 1994, Kahle was invited by the Librarian of Congress, James Billington, to help identify “the major technical issues that must be addressed before the electronic library can become a reality.”29

Increasingly tight operating margins led Kahle and WAIS Inc. to seek a larger company to acquire them. The hope was that an infusion of funds could allow the company to further develop its products. WAIS Inc. approached a seemingly unlikely partner: America Online (AOL), the online behemoth that by the mid-1990s was faltering as it struggled to adapt to the open web. AOL offered a bridge to the internet of the time. AOL had been a “walled garden,” a platform not fully connected to the broader internet. The writing was on the wall for these walled gardens as the web exploded in popularity. Accordingly, by 1994, AOL needed to develop a plan on how to integrate its services with the web and internet. AOL was especially attractive to Kahle, as AOL had adopted an innovative royalty model vis-à-vis publishers, and WAIS did not have a way to pay publishers who were using its platform. Conversely, AOL was interested as WAIS was helping companies and individuals to become internet publishers. As Kahle noted, “one of the cool things was that AOL had a business model where they shared revenue. So, they made six dollars an hour and about 10 or 15 percent of that went to publishers.”30 A marriage seemed to make sense.

Kahle and WAIS Inc. pitched AOL in May 1994 for project “Lightning,” a “fast-­track technology that [would let] any AOL IP publish to the Internet with little effort.” Subsequently in January 1995, Kahle wrote David Cole—president of AOL’s Internet Services—to “figure out a way for AOL and WAIS to work together . . . [I] am leaning towards acquisition in the current discussion and I have thought about price range a bit.”31 The acquisition was announced in May 1995 for $15 million in stock.32 Alas, the royalty model that had excited Kahle was also on its way out with AOL. The timing for this was poor. “They changed their business model to where they actually charge publishers to get to their eyeballs. And that was, so that’s fundamentally, an advertising-based gimmick,” Kahle lamented.33

WAIS Inc.’s experience as a wholly owned AOL subsidiary was a challenging one. It is worth briefly exploring, as it would color Kahle’s later activities. During his AOL tenure, Kahle primarily consulted on the pivot that AOL would take toward the internet. Post-acquisition WAIS was largely neglected by AOL, as it struggled with a hiring freeze, neglect of its existing contracts, and eventually its absorption into AOL proper as a department.34 Correspondence between Kahle and AOL senior management became heated. “This is not what either of us had in mind,” wrote Kahle to AOL’s CEO in August 1995. By September, Kahle was being told it was a distraction for him to keep his office, as it was “clear that WAIS’s role, post-acquisition has not gone as you would have wished, everyone knows this since you tell them . . . a clean break is best for all involved.”35 WAIS Inc.’s existing commitments were also endangered. In one exchange, the White House wrote to AOL with alarm at the slow pace of upgrades.36 While there was a short-lived plan to make WAIS Inc. independent again, this fell apart, and in February 1996 the locks on the WAIS Inc. space were changed and Kahle’s network access terminated.37 It was an inglorious end for a company that had been one of the early pioneers in accessing information on the internet.

During his final AOL days, Kahle began to formulate his next idea: an “internet archive.” This was a natural evolution. WAIS had been concerned with indexing information, and this had entailed relationships with libraries and publishers. Indeed, WAIS had advanced the idea that anyone could “be a publisher.” If anybody could be a publisher, who would make sure that these publications would be accessible in the future?

As early as November 1995, Kahle had written to AOL Technologies president Mike Connors about his archive idea. “I am interested in archiving large collections of Internet content . . . I am pursuing this on the side (in a non-profit way). . . . If this is not kosher, lets discuss.”38 After this conversation with Connors, Kahle wrote to his assistant, “I talked about my plans to create a non-profit to build a large scale Internet archive . . . I said I was doing it with my money and on the side. He said fine and said he was interested in hearing how it is going in the future.”39 Kahle began to build his internet archive.

Kahle had had this idea for a surprisingly long time. In April 1994, buried in a much longer magazine profile about Kahle was an almost parenthetical note that the entrepreneur had been thinking about “trying to archive some of the works that are created on the net that were never meant to be printed . . . there’s cultural changes and sociological changes going on that are not even being documented, they’re not being saved, and it’s time to start addressing these issues.”40 Kahle had for years been driving access to information. Now he would help to preserve it. The vision of a Library of Alexandria, version two—first cooked up on a late night in Cambridge, Massachusetts, over a decade earlier—would come to fruition.



Building the Early Archive

The Internet Archive had its origins in late 1995 as a nonprofit project during Kahle’s waning AOL days, funded with approximately $400,000 of his own money.41 By January 1996, Kahle was arranging transfer of data and storage media. “Can I borrow that 500GB robot that you mentioned? It would allow me to go the next step without laying out serious bucks,” Kahle asked Carl Malamud, who then ran the internet’s first radio station.42 In April 1996, the Internet Archive was formally incorporated as a nonprofit organization. Kahle would simultaneously cofound—on the same day—the for-profit Alexa Internet to work alongside the Archive.43

Yet even as Kahle was concluding his time at AOL, he was corresponding with the Smithsonian Institution in Washington, DC, about a web archiving project to preserve the 1996 American presidential election. This project began in February 1996, representing a significant digital preservation milestone in the United States. In 1996, it was not yet clear that the internet would be significant for the election. The 1992 presidential election had seen only a few discussion groups amongst “elite” Clinton supporters. By 1996, in comparison, web usage was more common but far from universal. Major party presidential candidates, some minor ones, “as well as nearly half of the Senate and about 15 percent of the House candidates” had websites that year.44 Yet, as pioneering political web archive scholars Kirsten A. Foot and Steven M. Schneider noted, these were “mostly ‘brochureware’ or ‘virtual billboards,’ simply replicating in electronic form materials already distributed in print . . . Web campaigning was largely seen as a gimmick or, at best, an ancillary to ‘real’ campaigning.”45

Regardless, the Smithsonian’s National Museum of American History was interested in collecting this new medium. Kahle reached out to David Allison, chief curator of the “Information Age” exhibition, to see if they needed help with collecting election websites. Kahle recalls this early collaboration between the not-quite-yet-incorporated Internet Archive and the American government: “[The Smithsonian] had a room of presidential memorabilia. And [David Allison] said, you know, this Internet might become something. So, the first websites might be like the first bumper stickers! . . . We proposed with them to go and archive 1996 Presidential Election Websites . . . They said ‘great!’ And they gave us a piece of paper with the sunburst [logo] on it saying, yes, we’re doing it with them. And they knew exactly why we needed that piece of paper.”46 Armed with official letterhead, emblazoned with the sunburst logo of the Smithsonian Institution—defense against lawyers in the untested waters of web archiving—the Internet Archive (a few weeks before its official incorporation) was ready to collect. Letters were sent to parties and political organizations in late February 1996. The first web archiving crawlers soon followed.47

On 7 March 1996, a press conference was held at the National Museum of American History, for media, the public, and—in what was almost certainly among the first uses of the concept—“WWW historians.”48 The press release was the first public mention of the Internet Archive. “The Smithsonian’s National Museum of American History announces Web Archive ’96, a program affiliated with the Internet Archive of San Francisco, California, to record and track the 1996 presidential election as it appears in documentation on the World Wide Web,” it explained. The archive would be a collaboration between the Internet Archive, historians, and museum staff, who would transform “campaign ephemera into a permanent, searchable record.”49

Despite the initial publicity blitz, few media stories were written about either this novel collaboration or Web Archive ’96 itself. Given the nascent nature of the political web, perhaps it was ahead of its time. The focus, in part, was for the webpages to “take their rightful place among the memorabilia of the 1996 race in the museum’s exhibit this winter,” which did happen.50 Kahle laughs as he remembers that they “put a computer on the table next to the first bumper stickers, you know, [next to] Rutherford B. Hayes’s buttons.”51 This was a key step. Michele Kimpton and Jeff Ubois note that the “data was eventually incorporated into the Smithsonian’s presidential archive,” where it resides today.52 Web Archive ’96, however, was external validation that this work was important, a month before the Internet Archive incorporated.

Kahle had a decent financial windfall from WAIS’s sale.53 However, the scale of the web and the ensuing amount of work to preserve it would have failed if a sustainable structure and organization had not been developed. Survival required something beyond a hobby or academic project, requiring instead a sustainable corporate structure. Indeed, this structure allowed the Internet Archive to endure, unlike so many other technology start-ups.

Through March and April 1996, Kahle gave presentations at various events about his Internet Archive idea. His main presentation, “Archiving the Internet: Towards a Core Internet Service,” represented the first public articulation of how the project might work (the slide deck was reused at several events). Let me focus on one presentation. Kahle delivered a comprehensive overview of his idea as a talk at the April Frontiers in Distributed Information Systems conference in Key West, Florida. Kahle’s presentation answered four questions: “What is it? Who will care? Is it Possible? Why do we want to do it?”54 As the first public articulation of the Internet Archive’s concept, the questions and answers are worth exploring in depth.

First, what would the Internet Archive be? Its mission would be to “Gather, Archive, and Serve all public Internet information,” including the web, Usenet, and Gopher. This was for three reasons: the reliability of having a backup of the web, the accountability that came with drawing on an official record, and crucially, the durability that such records offer researchers. Decades later, the Internet Archive’s mission statement is philosophically similar.

Second, who would care? Prospective users included those who wanted reliable access to favorite sites, marketers seeking to gain a treasure trove of demographic information from a comprehensive archive, and finally entrepreneurs who could use all of this data as a “basis for new value-added services.” Yet there was one more important group that Kahle envisioned using his archive: “scholars/historians” who would want to understand this “new medium.” Kahle would be remarkably consistent (and prescient) concerning the value of the archived web to scholars over the coming years. In a 1998 Chronicle of Higher Education profile, Kahle argued in favor of preserving digital heritage in evocative terms. It was necessary, “or one day, digital anthropologists will wonder if we ever learned anything from the history of other inventions. Remember, nobody recorded television in the early days.”55

Third, a big question: would it even be feasible to build an Internet Archive? The slide deck, given the technical audiences of these talks, delved deeply into this question. Kahle concluded that gathering 10TB (his estimation of the web’s then-­current size) would cost approximately $100,000 to purchase capital equipment (tape drives and servers) and another $10,000 annually in bandwidth costs. Not trivial money, but not beyond imagination. Should the right use cases and opportunities appear, an Internet Archive could underpin a sustainable business. These figures were, of course, just to preserve the information. Access, as Kahle noted, would “take [more] calculations and fresh ideas.”56

Finally, why archive the web? The transformation of the web from ephemeral to permanent was key. So too were the downstream implications of data mining, a potential internet operating system, and beyond. All it would take was bandwidth, computational power, smarts, and gumption, concluded Kahle.57 Throughout this period, too, Kahle was focused on the transformative nature of web publishing. In May 1996, Kahle explained to Wired that “[i]nformation retrieval is not about finding how much tannin there is in an apple, it’s about letting everybody publish.”58 Access to knowledge was never an afterthought but a prime consideration from the Internet Archive’s conceptualization.

With the importance and feasibility of the project sketched out, the final question was where the money would come from. The money Kahle earned from the sale of WAIS Inc. could certainly buttress the project for a few years given its reasonable costs. After all, Kahle was noted for his frugal lifestyle (“[a]lthough he and his family can afford to live like millionaires, they generally choose not to” claimed a 2007 New York Times profile).59 Notably, however, the presentation did not just focus on historians or scholars but also on the business potential that one might find in such a treasure trove of archived data. In this would be the idea that would germinate in Kahle’s other business idea: Alexa Internet.

Kahle pitched Alexa as the “Internet Companion company” to potential investors. It would form the sustainability model for the Internet Archive. Recognizing that web users were getting lost as they surfed the web, already encountering 404 errors, Alexa proposed an ever-present toolbar that would provide information about each page that a user visited. It would also provide access to archived web sites.60

The Toolbar worked via a proxy through which the user navigated the web. Today, for example, researchers may use a proxy to access research library materials from home. The proxy allowed a user to see both the page they were requesting as well as contextual information: the page’s popularity, update frequency, geolocation, and—crucially—the other sites that users tended to explore. For example, a user could see that visitors to a page about the Mazda Miata convertible also visited Pontiac, BMW, or Road & Track magazine. In an era when search was still in its relative infancy, this service would help to bring order to the web.

To work, Alexa would need to comprehensively crawl and download the web. This archive of webpages could provide reliability for users to help them avoid the frustration of 404 errors, but just as importantly, the raw data of the internet would also be necessary to map the web’s link structure. A local copy of the web would allow the computation of updates, background information, and beyond. In 1996 the speed of both computing and bandwidth meant that such an offline copy of web data would be critical to make any of that possible.

A team was in place to build Alexa, which would also simultaneously build the Internet Archive. Alexa would underpin the Internet Archive’s sustainability. Kahle would be president. Bruce Gilliat, who had worked on WAIS with Kahle, would be general manager and VP of marketing. Gilliat would come with Kahle to his new enterprise to provide the necessary business chops and acumen. They had an aggressive timeline: to design and archive throughout the first three-quarters of 1996, with an eye to an early 1997 launch. Kahle concluded his investor pitch: “Your Internet Companion makes the Internet understandable and reliable.”61



Building a Modern Library of Alexandria: Alexa Internet

Alexa’s core product—the Alexa Toolbar, the realized Internet Companion—did not at a glance evoke its namesake, the Library of Alexandria. As Alexa launched alongside the Internet Archive, the media was curious about this unique corporate structure. From its inception, Alexa was somewhat overshadowed by its flashier nonprofit sibling. “The Internet’s historian now wants to be its guide,” Renee Deger noted in ZDNet. “The idea for Alexa grew out of another of Kahle’s projects, the Internet Archive,” explained Laurie Flynn in the New York Times.62 As Kahle later recalled, once all of the data was flowing into the Internet Archive, “he realized how difficult finding things on line was becoming, with the number of Web sites doubling every six months even as other material falls into neglect. So he set about creating a Web search engine using the technology he developed to manage the massive amounts of data he was collecting for this quirky history project.”63

A note on the timeline of the nonprofit Internet Archive and the for-profit Alexa Internet corporation is in order. Much of the early history of the Internet Archive is inexorably connected to Alexa. The two organizations were founded on the same day, with the Internet Archive serving as the long-term nonprofit archival backup for the material collected by the for-profit (and thus perhaps shorter-term) corporation. As Kahle later told me, he “wrote a contract into the soul of Alexa Internet: it would donate everything, all the data collected to the Internet Archive . . . starting in 1996, through the end of 2020, Alexa Internet every day donated data to the Internet Archive.”64 The two organizations were entwined: the Internet Archive playing the long game while Alexa was more in the vein of a traditional technology dot-com start-up.

The combination of for-profit Alexa Internet and nonprofit Internet Archive made for a complicated organizational structure. Alexa owned everything and employed everybody. But Kahle was aware of Alexa’s inherent structural limitation as a for-profit company: “If there’s one thing you know about companies, it’s that they’re not going to last, right? Companies self-destruct or they get acquired or they just, you know, they flub it. Right? . . . For-profit companies are like gasoline and just, you know, fire and it just goes WHOOSH. But if you want something that lasts, build a non-profit.”65 This bifurcated structure would work, especially as Alexa began to collect massive quantities of web data thanks to the Alexa Toolbar.

Announced in July 1997, the Toolbar connected to a web browser and tracked how a user navigated the web. It would then share aggregate information with other users. By collecting and analyzing user behavior at scale, Alexa learned where people who visited one site also visited. In a presearch web era, when finding content was difficult, there were clear opportunities to assembling this data. Users could visit their favorite board gaming site, for example, and other board gaming sites visited by people similar to them (based on their browsing history) would be suggested. As a corporate press release explained, “in essence, Alexa harnesses the collective wisdom of the Web by taking advantage of its most killer app—the people who use it.”66 Kahle put it more eloquently: “If you take a path through the woods, you benefit from the exploration people have done before you in finding the best way up the mountain or down to the lake.”67

The Toolbar worked through regular crawls and harvests of the web, downloading material to analyze in a few ways. Approaches included text analysis (“looking for pages and sites with similar characteristics”) and link analysis (“detecting patterns that point to particularly common or popular sites”). This information was coupled with browsing behavior to determine “anonymized surfing habits of its users: which sites they visit, how deep they go, how long they linger and where they go next.”68 This was a popular service for users confronting an overabundance of information and hyperlinks. The Toolbar received coverage across the mainstream media as well as technical media and websites. Indeed, as the pages navigated by Toolbar users formed the initial Internet Archive collection for at least its first two years, it is worth noting that the bias of users who would use the Toolbar (technology early adopters) skewed the Archive’s early collection.69

Alexa Toolbar was advertisement-supported. The company hoped that aggregate user information would help appropriately target these advertisements and thus command a premium, like how Google’s later AdWords could tailor advertisements based on its own voluminous data. Crucially, the Toolbar was always present and could thus always show advertisements to users.

Of course, the Toolbar did not just help users find information: it preserved data for future use. Tucked away in Alexa’s first publicity release was a note that “Alexa is the only service that provides you with quick, automatic access to an archive of the entire public content of the Web. Now, instead of your browser displaying a ‘404 Not found’ message, Alexa will retrieve a copy of the page from our archive.”70 The growing Alexa archive would be useful for four reasons. As Kahle noted, the first was to find “patterns in the Web to build a navigation service,” or Alexa, and the second was to track “changes in the Web and its use to find areas of growing and shrinking interest.” Yet the third and fourth were key: “offering historians and scholars an unprecedented collection of human voices” and “keeping a record of the birth of a new medium, and the dreams people have for it.”71 Amidst this initial wave of publicity, while most coverage focused on the navigational aspects of the Toolbar, John Markoff noted in the New York Times the ability to “retrieve ‘dead’ Web pages that have been captured [i.e., preserved] by the Internet Archive.”72 Soon, however, as the Toolbar receded into just being another useful aid for navigating the web, external attention began to focus on the significance of capturing web-based material for future use.

Disentangling the Internet Archive and Alexa Internet can get confusing. Alexa was the corporation that employed employees and provided space and equipment, whereas the Internet Archive was the nonprofit that would preserve collected material in the long term. While scholars have later questioned the use of “Archive” to describe the Internet Archive, in this context the term makes contextual sense: the Internet Archive was Alexa’s archive.

The use of the term “archive,” with its suggestions of stability and longevity, was an important counterweight to the reality that start-ups like Alexa were typically short-lived. If information was to be stewarded in perpetuity, a start-up would not be the right structure. As Kahle recalled in 2008, the dual Alexa / Internet Archive structure was a deliberate choice:


The idea was that everything that Alexa ever collected would be donated to the Internet Archive. Over the long term, companies come and go. They usually don’t last that long. But the great thing that was going on with the Internet wasn’t the technology. That gets replaced. It’s the information, and it’s all the people. So we started collecting the World Wide Web and making services in a commercial company, but donating all of the materials collected to a nonprofit that was designed to last the ages. It was very specifically designed to think through what happens after the commercial company is gone.73



Given that Alexa would later be acquired, this was prescient. Almost immediately, tape drives filled up at the Internet Archive, transferred there by Alexa. In practice, as the two organizations shared space and staff, these transfers were somewhat conceptual. Yet the long-term stewardship would fall to the nonprofit organization that had rights to the data. Given copyright’s centrality to many decisions, this was fortuitous.

The excitement around saving the web attracted attention. As we saw in the previous chapter, Kahle was charging ahead even as much of the field was still discussing the contours of the problem. Vint Cerf, who was about to chair the Documenting the Digital Age conference, observed in a feature for USA Today that Kahle’s “enthusiasm for ideas causes him to overlook practical considera­tions,” such as “looming issues of copyright and privacy raised by copying Web pages without their creators’ express permission.” Kahle’s response was that “by not worrying about the details he’s able to do things others think are impos­sible.” This engendered respect from Cerf, who noted that Kahle was “the kind of visionary who bears watching.”74

For the initially modestly funded Alexa—it soon raised a million dollars in venture capital funding (the first million from Kahle, $300,000 from Bill Dunn; later this would be joined by $10 million from another private investor)—impressive but far from a blank check—archiving the web while also running the Toolbar service was challenging. Developing lean infrastructure would put both Alexa and, ultimately, the Internet Archive in good standing. Based in the newly on-the-market Presidio (the US Army had left only two years earlier), where Alexa was only the second commercial tenant, a scrappy, lean organization took shape. In the wooden four-bedroom house, “mismatched office furniture” housed computers and tape drives, crawling the web.75 In keeping with Kahle’s goal of not setting up a company in Suite 201 of a generic office park, but rather someplace more interesting, the Presidio fit the bill. Kahle joked that “Smokey the Bear was our landlord!”76

There were, of course, downsides to building Alexa and Archive in a wooden nineteenth-century house (the “little house on the prairie,” as Kahle put it to me). Steven Schneider and Kirsten Foot, researchers who would later work with the Internet Archive and the Library of Congress during their 9/11 attack archiving, remembered an early visit in 2001 to the building. Foot laughed as she remembered “going to this wooden building room full of thousands of servers, right? . . . and then we’re looking like ‘Is there a fire protection [system] here? And what will happen when the sprinklers come on.’ ”77 Yet, this attitude also made the Archive’s ambition possible. With such relatively inexpensive infrastructure, data would begin to flow at a previously unimaginable pace. The Internet Archive began to scale.

Indeed, the sheer amount of data was overwhelming. By late 1997, Alexa had harvested some “600,000 Web sites and more than 135 million pages.”78 Tape after tape of web data was produced, subsequently being stored on quick tape-switching machines for automatic retrieval. Several observers thought that these looked like old jukeboxes, five 40GB tapes loaded into each machine.79 As Kahle remembers:


The only way to really cost-effectively store gigabytes of data was on tapes. But if you had tapes, then they stack up and you can’t access them. So there are these tape robots and [laughs], these were miracle machines, right? They pull this tape out and go rrrrrrrr, then you put it in and then go and then spin it up, and three minutes later, they would seek the right place and you get your webpage back. It’s like, “wow! Really slow.” But it did work . . . I mean, this is a couple of thousand square foot “house in the prairie”–house. And it had this tape robot in it that went rrrrrr.80



It was certainly an evocative image for an institution that would end up collecting the lion’s share of the world’s digital cultural heritage. Schneider also remembered a laissez-faire attitude toward occasional data loss that perhaps made the operation possible. When it came to tape (or later hard drive) failures, he recalled that Kahle’s attitude was “it doesn’t matter. We’ll just collect more . . . they were building machines as fast as they could. They were filling them up as fast as they could build them.”81 Kahle noted that this was a calculated decision. As he recalled, given his “limited budget for data storage, you had the choice of either keeping a duplicate to make sure it was secure, and then only collect 50% of what you could have, or you can risk losing less than 1% through data loss.” To him, “possibly losing less than one percent of what you can capture is better than certainly missing fifty percent of what you can capture.”82 This spirit was, in many ways, probably the only way such a large undertaking could get off the ground. Perfect can be the enemy of the good, and given the web’s ephemeral nature, speed was critical.

In addition to the technical infrastructure, these Alexa crawls also used a standardized file format to preserve web data: the ARC file. ARC files would become a de facto standard that combined archived web data with metadata. The 1.0 specifications, released in September 1996, represented the beginnings of a standards-driven approach to web preservation and access that would later help to facilitate a larger tools-building community.83 In 2009, ARCs would be superseded by a slightly different format, the ISO-standardized WARC file.

What happened to Alexa? “Alexa, can you look this up for me?” Alexa is known today as Amazon’s smart assistant, although the overlap in names may simply be a coincidence.84 There was some foreshadowing of this in 1998, when Kahle described Alexa Toolbar in the Washington Post as “an Internet assistant, like having a really smart friend with you.”85

Alexa Toolbar was widely adopted and made available for browsers including Netscape Navigator and Internet Explorer, but the ad-supported model ultimately did not lead to a fully sustainable business.86 In April 1999, Amazon announced a high-profile acquisition of several technology firms, including Alexa. Alexa would help build Amazon’s comparison shopping service.87 This was a big purchase: $250 million in Amazon stock, and crucially, unlike the experience of WAIS within AOL, Alexa would remain largely independent within Amazon.88 Importantly, Kahle “was allowed to continue with the altruistic side-project that he had specifically created Alexa for: the Internet Archive.”89 This is where the dual structure of Alexa and the Internet Archive paid dividends. The Internet Archive remained independent, and the agreement continued to transfer crawls from Alexa to the Internet Archive for over two decades after Amazon’s purchase.

Kahle remained with Alexa for three more years before moving full-time to the Internet Archive. During that period, Alexa would receive more attention around its data-gathering practices. In January 2000, Alexa became the target of a US Federal Trade Commission investigation into the incidental collection of “personal information including names, postal address, phone numbers and e-mail addresses” during the harvesting of user activity on the web.90 The investigation, and a subsequent class action lawsuit, led Alexa to settle an agreement, seeing it pay $40 to each user who had personal information in its database as well as a larger $100,000 donation to “Internet public policy programs and consumer groups.”91

Throughout this period, Alexa continued to donate data to the Internet Archive. Indeed, it was only in 2003 and 2004 that the Internet Archive released its own independent web crawling program, Heritrix (which remains the backbone of web archiving operations today). Outputting files to the ARC format, later WARCs, Heritrix would give the Internet Archive the ability to do its own crawls without Alexa Internet. As we will see in chapter 4, this functionality was critical when the opportunity arose to do “contract” crawls for other organizations such as national libraries. Indeed, Heritrix itself was a product of a joint collaboration between the Internet Archive and developers at the Norwegian and Icelandic national libraries. Thanks to Heritrix, by 2008 the Internet Archive would begin collecting most of its own material without Alexa, although Alexa crawls continued to be donated to the Internet Archive until 2020. While Alexa remains today under the Amazon umbrella, it is worth remembering that for a time it provided the backbone of the world’s web archiving.



In the Service of History: The Internet Archive and the Quest for Access

Despite Kahle’s wealth, the early Internet Archive was technically modest. Its infrastructure consisted largely of “jukeboxes”: those tape machines with five 40GB tapes apiece, forming the long-term memory for Alexa Internet.92 An early visitor would have been excused had they had doubts that this modest beginning, in a small wooden house, would ultimately come to serve as a key part of the memory apparatus for a globe-spanning communications medium.

What is remarkable about the Internet Archive in hindsight is the degree to which Kahle and his organization maintained a consistent vision of why it was engaging in widespread web crawling: in the service of history. In 1996: “The Internet is millions of people every day discussing what’s important to them, all available now, whereas before we had to collect diaries or personal letters after somebody was dead.”93 By early 1997, the vision was more audacious: “given that many of the world’s greatest books, lyrics, images, and other artworks pass through these networks, an Internet Archive would, some say, be nothing less than the sum of all human knowledge.”94 There were nods toward the commercial potential of this data, but that was always secondary to the retention of data regardless of its contemporary value.

The question of access was a critical one from the Internet Archive’s founding, particularly as it interacted with the issue of privacy. The first year of the Internet Archive’s existence perhaps prompted the most public handwringing, as for the first time, observers contemplated the end of ephemerality and the specter of permanence. In July 1996, with the Archive only months old, David Berreby lingered on the idea of long-ago electronic posts living on for decontextualized posterity. Writing in Slate, he asked readers to “[t]hink about it: The most embarrassing e-mail you ever wrote, available to anyone curious enough to go looking . . . As we’re encouraged to exult over the vast new volumes of information that are becoming easier and easier to capture, remember that the art of losing is also important to master.”95 Similarly, Dan Gillmor, writing in his widely syndicated technology column, recognized that, while he was “not crazy, either,about the prospect that every dumb thing I’ve said on-line will be saved,” he did note that he was not “smart enough—and I don’t have the time—to decide what’s worth saving.”96 “Will the archive continue to offer revealing personal home pages long after an author has decided to pull the plug on them?” pondered Rajiv Chandrasekaran in the Washington Post. “It can’t be the case that every time some one uses the Internet they have given up control of personal information absolutely and for all purposes,” argued Marc Rotenberg, director of the Electronic Privacy Information Center.97 John Markoff worried in the New York Times that the Archive could “follow the paths of millions of people and record their likes and dislikes, or even their communications. . . The more complete the Web’s archive is, privacy rights advocates say, the deeper the Big Brother problem is.”98 This early coverage demonstrated an awareness of what would be a pressing problem. Given the Internet Archive’s novelty, observers were asking fundamental questions about the status of it all.

The Internet Archive was not alone in making people uncomfortable throughout its first two years. New technology was changing the discoverability landscape. Steinberg’s May 1996 Wired cover story on search made this point too, in the context of searching years of Usenet discussions. “It’s possible, for example, to search on a person’s name and find every message they have posted,” Steinberg wrote, adding that “whether it’s on comp.client-server or rec.arts.erotica. Using these tools, anyone can build a profile of a person’s interests, based on where they post.”99 In other words, “[w]e can no longer depend on privacy through obscurity.”100 Around this time, online privacy was emerging as a problem. Books such as Carole A. Lane’s Naked in Cyberspace: How to Find Personal Information Online comprehensively documented the sheer amount of stalking one could do online.101 Lane herself noted in USA Today the problem inherent in preserving internet discussions, wondering whether a “student might post uncensored anecdotes or opinions, not realizing that somebody years later, perhaps a potential employer, might learn they had done things they were embarrassed by.”102 Yet despite this uncomfortable conversation, the Internet Archive was unabated in its work. Copyright and privacy problems were overwhelming, meaning that the initial emphasis needed to be on collecting. Thorny access issues would have to wait for later.

Would a different access paradigm work? One early idea was to somehow anonymize personal information. Kahle pondered in 1996 as to whether Internet Archive data could be “handled like census data—aggregate information is made public, but specific information about individuals is kept confidential.”103 From its very inception, and through to today, it was also clear that the Internet Archive would honor any take-down request from a private individual to have their site removed from the collection.104

Access to the Internet Archive, however, soon adopted a replay paradigm thanks to the Alexa Toolbar. This presented two advantages that minimized the potential privacy impact. First, the Alexa Toolbar led to “privacy through obscurity.” A user could access the archived webpage only if they already had the URL before encountering a 404. While this would make it harder for somebody to delete content they wanted to hide, it did not make historical information accessible to keyword searches. Second, data was on tape drives, which meant long recall times for all but the most accessed (and thus cached) data. Bruce Gilliat quipped that “getting a page could be done in a few seconds . . . or days later.”105 Even high-speed tape had retrieval times in the order of minutes as opposed to the seconds of hard drive retrieval. Popular sites could be put on the Internet Archive’s smaller number of hard drives for quick retrieval—“if it takes people up to four minutes to find [archived copies of] Yahoo! on our system, they’ll go away and never come back”—but most others would take minutes to be displayed.106 One account observed that the wait could be even longer: “any one of the world’s 135m web pages [could] be retrieved in about 15 minutes.”107 This slow, methodical access did not lend itself to widespread speculative browsing and, incidentally, would also help with alleviating privacy concerns in practice. Something more would be needed for researchers if they wanted to be able to use the Internet Archive for more extensive research.

The quest for better access would be facilitated thanks to two crucial developments. First, data access times were improved. The Internet Archive migrated content from tape to hard drives in 1999, dramatically reducing wait times. Hard drives would also increase reliability: the tape robots often broke down, and the format itself struggled. Kahle noted that the “tapes are often unreadable . . . the bits rot[ted].”108 Second, the Internet Archive developed robust research access infrastructure. By 2000, approved researchers could remotely connect to the Internet Archive using a secure shell. Researchers could complete a form, discuss their specific project with Archive staff, and, if successful, gain access through this process.109 It was a high barrier to access. Remotely accessing a server requires a high level of technical knowledge, beyond the abilities of most researchers in the humanities or social sciences. To truly realize a vision of a universal library, easier access would be necessary.

Enter the Wayback Machine, named after Mr. Peabody’s time traveling machine from the Rocky & Bullwinkle cartoon. As early as 1997, Kahle mused to Markoff at the New York Times about “a useful service [that] would be an archive that would retrieve such links, perhaps for a fee. Mr. Kahle envisions a sort of ‘dialable way-back machine.’ ”110 With a wink, too, Markoff noted that if “all goes well, though, Mr. Kahle’s Internet Archive won’t cause nearly as much mischief as Mr. Peabody’s way-back machine.”111 Trouble or not, Kahle’s Wayback Machine would certainly make an impact when it appeared four years later.

The Wayback Machine was unveiled on 24 October 2001 at the University of California at Berkeley’s Bancroft Library.112 The Bancroft Library, a large special collections library with ornate historical decorations, gave a historic patina to the event. “You know, the walls and the ancient things,” Kahle recalled, painting the picture of the day, “Berkeley knew exactly what they were doing and giving this new upstart idea that kind of venue for launching the Wayback Machine.”113 This was a historic event. As the New York Times reported:


Mr. Kahle introduced his brainchild—named, yes, for the time machine used by the pedantic dog, Mr. Peabody, and his boy, Sherman, from the “Rocky and Bullwinkle” cartoons—with a flourish . . . He demonstrated it with a certified stunner: he pulled up a Web page from the White House Web site from Sept. 10, 1996, with a press release about President Clinton proclaiming the prevention of hijacking and terrorist attacks in the air a priority. Mr. Kahle said he had also used the system to read Web pages created by the Heaven’s Gate suicide cult and to find a manual for a computer part that had been taken off of a company’s Web site in 1998.114



Users loved the new Wayback Machine—perhaps too much so.

The Wayback Machine was popular beyond the Internet Archive’s wildest expectations. The site remained intermittent for users for several months as the Internet Archive added more bandwidth. Kahle was surprised. He had “[t]hought it would be big, though he didn’t realize just how big.” As Kahle explained to USA Today, he figured, “It’s just a library. People won’t storm the doors of the library,” but they did—at the rate of 50 to 100 requests a second—overwhelming the Internet Archive’s capacity.115 This attention raised fears that with added accessibility and visibility would come potential litigation. Over “the last five years the archive hasn’t attracted much attention from the copyright cops,” wrote Katharine Mieszkowski for Salon, “it’s also true that its 100-terabyte holdings hadn’t previously been just a click of the mouse away.”116 Ultimately, the surge of interest in the Internet Archive was exciting, vividly showing that better access would drive significant interest and engagement.

The Wayback Machine represented a genuine leap in accessibility, remaining the dominant paradigm of web archiving access up to today. Users would visit the Internet Archive website at archive.org, navigate to the Wayback Machine, andthen enter the URL of the site they wanted to visit. For example, “nytimes.com” would then display a list of all the homepages of the New York Times available stretching back to 1996. A user would then select a date and then be able to view the older archived site. The major limitation, of course, was that the user needed to know the URL. But once users navigated to a page, they could “surf” as if they had traveled “way back” to that year.

The implications of this easy access to the archived web were dramatic. “The historical implications of the Wayback Machine are immense,” argued Greg Notess in Online Magazine in 2002, “Historical researchers can now view significant portions of the Web as it existed at various times from 1996 to the present.”117 The Wayback Machine would remain largely as launched, with incremental improvements, until 2016, when the Internet Archive publicly launched its “site search” function, which allowed for keyword searching across website home pages.118 In 2019, Internet Archive also added its “Changes” service, which allows users to pick two archived pages and highlight what had changed between them. Finally, the Internet Archive’s “Save Page Now” launched in 2019 as well, allowing anybody to provide a URL to be immediately saved and added to the Internet Archive’s collection.119

By the end of 2001, the Internet Archive was providing reliable, comprehensive access to its collections. With the web harvesting and access side of the organization established, after 2001 the Internet Archive began to focus on the much broader question of how to preserve diverse forms of information and ensure universal access to all knowledge. In part, this would require confronting an issue that hung over almost all of its activities: the ever-expanding power of American copyright and intellectual property regulation.



Copyright and the Internet Archive

If the story of web archiving needed an antagonist, it would be copyright law. The question of copyright posed an existential threat to any effort to preserve the web. Recall that the Task Force on Archiving of Digital Information had understood the significance of copyright years earlier. At the scale that the Internet Archive operated and collected, and with its small staff, negotiating rights on an individual basis would be impossible. The Internet Archive’s aggressive collecting of web-based materials put it on uncertain legal ground.

This was especially true as legislative changes had recently transformed the world of American copyright law. In 1978, a revised Copyright Act came into effect in the United States, dramatically expanding copyright’s scope. Until then, copyright had to be consciously enacted, but, as copyright scholars Patricia Aufderheide and Peter Jaszi noted, “since 1978 in the United States, all expression that ends up in a fixed medium (and that means everything—your shopping list, the interoffice memo, your kid’s homework) is copyrighted by default.” Compounding this, these expressions were copyrighted for the period of life of the author plus fifty years after death.120 This was a big expansion. The previous life of a copyrighted work had, before 1978, been a maximum of two twenty-eight-year terms, explicitly invoked and renewed. To balance this broader scope, the Copyright Act extensively and explicitly codified the practice of Fair Use, which outlined how one could legally use copyrighted material in a variety of domains, from commentary, quoting, scholarly discussion, and satire.121 In 1998, the Copyright Term Extension Act, also known as the Sonny Bono Copyright Term Extension Act in honor of the late congressman and musician, extended all existing copyright terms by twenty years.

For Kahle and the Internet Archive, the ever-expanding nature of copyright was an existential threat to the vision of the institution that they were seeking to build. Kahle did not mince words in our interview: “it’s the stupidest, worst future-destroying, library-destroying thing the United States has done since, I don’t know, blowing up Hiroshima or something.”122

This was especially true as the digital age brought dramatic expansion of the ability to both publish and republish. This had dramatic implications for rights holders. In the world of computing, an open approach to intellectual property was a hallmark of the early field. As developers tinkered and programmed, many brought a looser approach to intellectual property as they built on each other’s work. A collaborative spirit of sharing and community in part defined the field.123 As intellectual property historian Adrian Johns has explained, due to this, “a fundamental fault line [emerged] around digital creativity and intellectual property.”124 Bill Gates, cofounder of a then-young Microsoft, decried widespread software piracy. He saw it as theft, leading him to pen a 1976 open letter that assailed “not just the particular perpetrators of the ‘theft’ (as he called it), but, in sweeping terms, the culture that endorsed such actions.”125 This was an early glimmer of the tensions between the expanding power of copyright and intellectual property on the one hand, and a digital culture that enabled the dramatic copying and transmission of material without much respect for intellectual property on the other.

The Internet Archive has been entwined with copyright issues since its founding. Indeed, for Kahle copyright, as opposed to technical barriers, represented the “biggest problem of the whole digital dark age.”126 After the Wayback Machine’s launch, copyright lawyer and activist Lawrence Lessig predicted to the New York Times that “holders of copyright will eventually drag Mr. Kahle into court.” Yet Lessig did wonder, more optimistically, if the Wayback Machine would help illustrate to a broader public the stakes at hand if copyright got too restrictive.127 The copyright landscape that the Internet Archive was operating in was, indeed, complex. Writing in Salon, Katharine Mieszkowski mused on whether the current state of copyright might “leave nothing but junk?”:


The Internet Archive’s non-profit status may help it avoid some legal challenges, but it is still not immune from basic copyright concerns. The problems that arise aren’t likely to be entirely solved by blocking access to individual sites within the archive. That’s because the copyright to the content of any given site doesn’t necessarily reside with the operator of that site. For instance, a wire service, such as the Associated Press, might balk when it discovers that thousands of its stories, published on other sites, can be freely visited in the Internet Archive Wayback Machine. The testy members of the National Writers Union may also view the archive as an unauthorized and uncompensated republishing of their work. There’s also the tricky question of what happens if a settlement in a lawsuit requires that libelous material be removed from a Web site, yet the original lives on in the archive?128



Many of these initial apocalyptic visions would, fortunately, not come to pass. This was primarily due to the Internet Archive’s opt-out mechanism.

Since 1996, the Internet Archive has used an opt-out basis for content owners to either ask for their sites not to be crawled or to have their material retroactively removed. To do so, the Internet Archive originally leveraged the robots.txt protocol. Robots.txt, created by Dutch software engineer Martijn Koster in 1994, was a voluntary protocol that allowed a website to request that crawlers or bots should refrain from visiting a given site. Designed in a context of bandwidth scarcity—where many websites had limits on the amount of data that could be transferred out of it before hitting a limit that would lead to a “this site has reached its cap” message to visitors—the robots.txt protocol let web developers preserve bandwidth for actual users.129 The robots.txt protocol evolved from that limited scope into a broader protocol that would keep a site out of a search index. The early search engine AltaVista, founded in December 1995 and one of the leading search engines over the next half-decade, promoted the use of the robots.txt protocol and the little file thus became one of the “defaults” of the web.130 Robots.txt appealed for two reasons. First, it was and is a de facto standard that crawlers can check before harvesting a website to ensure they are welcome. Second, as robots.txt needs to be placed in the root directory of a server, anybody who can add or modify a robots.txt file at the very least has high-level access to the web server. Yet these advantages mean that a level of technical access and acumen are needed to use it. Those using a third-party platform such as GeoCities in the 1990s or WordPress today do not usually have the privileges or technical knowledge to implement the robots.txt protocol.

The use of the robots.txt file offered two key advantages for the Internet Archive. Not only would the Internet Archive then refrain from crawling a website that asked robots to not visit the site, but after the Wayback Machine launched in 2001, robots.txt could also retroactively remove sites from being accessed. Yet something beyond this adoption of a de facto standard was needed.

In 2002, the Internet Archive convened “outside archivists, librarians, and attorneys” at the University of California, Berkeley, to discuss (and codify) the thorny issue of collections and opting out.131 The ensuing “Recommendations for Managing Removal Requests and Preserving Archival Integrity,” or “Oakland Archive Policy” became the Internet Archive’s guiding policy for handling take-downs and opt-outs.132 There is some irony that the policy informing the Internet Archive’s take-down procedures, rhetorically invoked as an outside authority governing these forms of requests, was and is maintained by the Internet Archive itself. Regardless, the policy brought transparency and consultation to bear on this eternally challenging problem. The Oakland Archive Policy was informed by the American Library Association’s Library Bill of Rights, the Society of American Archivists’ Code of Ethics, and the International Federation of Library Association’s “Internet Manifesto.”133

The Oakland Archive Policy outlines several main types of removal requests. The first are those made by the content’s webmaster (“typically for reasons of privacy, defamation, or embarrassment”) but also third-party requests for content removals based on reasons as diverse as the 1998 Digital Millennium Copyright Act, intellectual property claims, controversial content (“e.g. political, religious, and other beliefs”), personal data, and government requests. For personal data, the Oakland Archive Policy also recommended that personal data should be understood as the property of the affected person (i.e., medical information about a person should be removed if the subject requested it rather than deferring to the site itself). In general, while court orders must be respected, the policy holds that “libraries should challenge censorship in the fulfillment of their responsibility to provide information and enlightenment.”134 For individual webmasters, the policy was that:


	Archivists should provide a “self-service” approach site owners can use to remove their materials based on the use of the robots.txt standard.

	Requesters may be asked to substantiate their claim of ownership by changing or adding a robots.txt file on their site.

	This allows archivists to ensure that material will no longer be gathered or made available.

	These requests will not be made public; however, archivists should retain copies of all removal requests.135



Examples were given as part of the policy on how to use the robots.txt file. At the Internet Archive, there was also an email address to contact if one wanted their site to be taken down—essential to those for whom the robots.txt file was in­accessible or not relevant.

While copyright was a key concern for the Internet Archive, the organization encountered more issues as it expanded its vision of what a twenty-first-century universal library would look like. What began as tape drives at a decommissioned army post would lead to advocacy on the steps of the American Supreme Court. As Lessig noted: “Kahle and the Internet Archive suggest what the future of libraries or archives could be. When the commercial life of creative property ends, I don’t know. But it does. And whenever it does, Kahle and his archive hint at a world where this knowledge, and culture, remains perpetually available.”136 Yet open access to knowledge would not come easily.

Copyright and the Quest for Universal Access to All Knowledge

In 1995, Eric Eldred, a retired computer programmer in New Hampshire, decided to build an online library of public domain books. Eldred scanned them, transcribed them, and put them online.137 Three years later, in 1998, Eldred was planning to post Robert Frost’s 1923 poetry collection New Hampshire when the American Congress passed the Sonny Bono Copyright Term Extension Act. Overnight, the copyright term for works still in copyright published before 1978 was extended from 75 to 95 years. What that meant is that while something published in 1922 became public domain in 1997 and remained there, anything published in 1923 would remain in copyright until 2018 as opposed to 1998.138 It was a sudden shift.

Not wanting to wait another two decades, Eldred decided to go ahead and publish the scanned and transcribed version of New Hampshire. This put Eldred into dangerous legal territory, perhaps more so than one would think when contemplating the uploading of a 1923 poetry collection. As Lessig explained, “because of a second law passed in 1998, the NET (No Electronic Theft) Act, his act of publishing would make Eldred a felon—whether or not anyone complained.”139 There would be no need to prove damages. What began as a fight over a col­lection of Robert Frost’s poetry would eventually reach the American Supreme Court.

Eldred partnered with Stanford professor and attorney Lawrence Lessig and several other parties to preemptively challenge the government’s copyright extension. American copyright laws stem from Article I, Section 8, Clause 8 of the US Constitution, which holds that Congress has the power to “promote the Progress of Science and useful Arts, by securing for limited Times to Authors and Inventors the exclusive Right to their respective Writings and Discoveries.”140 Lessig and Eldred filed a lawsuit in DC federal district court in January 1999, arguing that the continual extension of copyright terms in legislation such as the Sonny Bono Copyright Term Extension Act violated the Constitution’s “limited times” provision.141 This was because, in theory, Congress could have kept extending copyright by continually passing legislation, effectively making the copyright powers de facto indefinite and not limited at all. Eldred and Lessig also alleged that these extensions were a violation of their First Amendment rights to free speech. Unsuccessful in forcing a hearing by the DC District Court, the two men appealed to the DC Court of Appeals.

While unsuccessful in their arguments before a small panel of the DC appeals court, Lessig and Eldred were emboldened by a dissenting opinion. Judge David Sentelle, a conservative jurist, agreed with their argument, noting that the court should deny Congress’s power to interpret the meaning of a “limited time.”142 After another unsuccessful appeal to have the court as a whole hear their case, Lessig and Eldred were further encouraged by another judge—this one a liberal—who agreed with his ideological opposite that Congress was out of line. Making a final appeal to the Supreme Court, in February 2002, the plaintiffs and media alike were surprised to learn that the Supreme Court—which considers only a fraction of cases that are appealed to it—would hear their case in October 2002. The stage was set for a pivotal showdown concerning the American copyright system.

Enter the Internet Archive. Kahle’s idea of “Universal Access to All Knowledge” was by then expanding to encompass physical books. Kahle had started with the web, moved into television around 2001, and by 2002 was beginning to digitize books. As Kahle noted, “the Internet is the ‘information resource of first resort’ for millions of readers . . . I found this exciting and frightening . . . But the Net doesn’t have the best we have to offer.”143 For that, books would need to join them. Starting in September 2002, inspired by Eldred v. Ashcroft as well as the more general aims at the heart of the Internet Archive, Kahle worked to transform the text files found on Project Gutenberg (a pre-web project to digitize public domain classical works) into print-on-demand books. The Internet Archive would format the texts using a word processor, lay them out, and then print and bind them.

The Internet Bookmobile garnered the most attention. Three weeks or so before the case was to be argued, Kahle and the Internet Archive quickly built a bookmobile to set out across the country.144 Kahle purchased a 1992 Ford Aerostar minivan, equipped it with a binding machine, a MotoSAT satellite dish, a color printer, and a paper cutter. A sign was hung on the side declaring “1,000,000 books inside (soon).”145 The idea was compelling. Richard Koman wrote in Salon that the “Internet can be a digital library filled with the full array of human knowledge. Technology allows us to bring this massive resource anywhere, not just for reading on screen, but for creating books themselves.”146 The idea was that the Internet Bookmobile would in effect be a “print-on-demand-mobile.” A visitor could visit the Bookmobile, select a public domain book, and walk out with a bound volume. What better illustration of the power of public domain?

With Eldred v. Ashcroft’s hearing looming, Kahle drove the Bookmobile from San Francisco to the steps of the Supreme Court in Washington. The Bookmobile arrived on 9 October 2002, when the Supreme Court heard the case. Joined by his son, two friends, and the freelance writer Richard Koman, the Bookmobile visited along the way a Salt Lake City school, a librarian conference in Columbus, the Akron International Inventors Museum, Pittsburgh’s Carnegie Library, and a school in Baltimore before arriving in Washington.147 It was a vivid demonstration of a “library truly free to the people.”148

En route, the Bookmobile made a surprise stop in Urbana, Illinois, to visit Michael Hart, founder of Project Gutenberg. Hart had started Project Gutenberg in 1971 by manually typing works of literature and initially sharing them on the ARPANET, then continuing this work on the internet and the web. By 2002, Project Gutenberg had enlisted a hundred volunteers to collectively digitize 6,000 books. Kahle tried to convince Hart to take the Internet Bookmobile on another cross country tour the following year, and he assured Hart that he would help him get to 10,000 digitized books. With some (but not all) tongue in cheek, Hart explained to Kahle and Koman the real goal behind digitizing all these books. “You know that episode of ‘Star Trek,’ when they look in the computer to find some 20th century book that tells them what to expect when they go back in time,” Hart explained. “How do you think those books got in the computer? That’s me.”149

The last stop before the Supreme Court was the main branch of the Carnegie Library of Pittsburgh. The classical building, dating from 1895, has the words “FREE TO THE PEOPLE” inscribed in its imposing stone façade. What better motto for both the Bookmobile’s efforts, as well as those of Eldred and Lessig. Speaking to the media beneath the inscription, Kahle argued that he had shown that it was “possible to create million-book libraries for free,” and that when it came to Eldred v. Ashcroft, “the public domain is on trial.”150 As Koman noted, “FREE TO THE PEOPLE” fundamentally captured Kahle’s vision: “A massive library containing the full breadth of human knowledge and experience, freely and easily accessible to everyone on the planet.”151 The image in figure 3.1 shows the Bookmobile in action beneath the inscription.

The Bookmobile’s next and final stop was the steps of the Supreme Court in Washington, DC, while Eldred and Lessig argued their case inside. Eldred v. Ashcroft was decided in a 7–2 ruling against Eldred. The majority opinion, written by Justice Ruth Bader Ginsburg, noted that as long as Congress set time limits for extensions (which, to her, satisfied the “limited times” requirement) then continued extensions were constitutional. In hindsight, Lessig felt he had erred in not stressing the harms caused by limiting the public domain. Lessig had focused on structural and legal arguments rather than impact.152 The public domain remained limited, and indeed, it was only in 2019 that the public domain again expanded in the United States. Only then would Robert Frost’s New Hampshire be in the public domain.

In late 2004, the Internet Archive began digitizing books at scale, representing a dramatic expansion of its scope. Rather than building the web’s memory, this represented a shift to making memory on the web. In December 2004, the Internet Archive began to work with libraries around the world to incorporate public domain, scanned works into their collections. A month later, the Internet Archive had around 27,000 books online.153 At the same time, in December 2004, Google let its own consortium challenge publishers with its “Library Project,” alongside several academic libraries. The Authors Guild would later file a lawsuit accusing Google and partners of “massive copyright infringement.”154 Meanwhile, the Internet Archive’s smaller, public domain project—now known as the Million Book Project—proceeded. The Internet Archive would initially collaborate with Indian and Chinese libraries.155

In October 2005, the Internet Archive helped to launch another large-scale book digitization project: the Open Content Alliance, or OCA.156 Kahle announced it with rhetorical flourish: “The opportunity before all of us is living up to the dream of the Library of Alexandria and then taking it a step further—Universal access to all knowledge.”157 If Google Books was limited to snippet views, the OCA would focus on the public domain to provide books in their entirety. “We don’t talk about snippets. We talk about books,” declared Kahle.158 Microsoft joined the OCA as well, setting up a showdown between tech titans Google and Microsoft over digitizing books. It was not an inevitable clash—Kahle had greatly hoped that Google would join the OCA as well—but the media could not avoid a Google versus Microsoft framing.159
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Figure 3.1 The Internet Archive Bookmobile in front of the Carnegie Library of Pittsburgh main branch; Brewster Kahle (right) and his son, Caslon (left). From Internet Archive, “Bookmobile Photos,” https://archive.org/texts/bookmobile-photos.php


Through 2006 and 2007, then, the Internet Archive was part of the “moonshot” era to digitize all printed human knowledge. This was explicitly invoked by Kahle as he spoke at the OCA’s kickoff: “It will be remembered as one of the great things that humans have ever done, up there with the Library of Alexandria, Gutenberg Press, and the man on the moon.”160 The excitement was palpable. “This is our chance to one-up the Greeks!” Kahle exclaimed to a New York Times reporter, “It is really possible with the technology of today, not tomorrow. We can provide all the works of humankind to all the people of the world. It will be an achievement remembered for all time, like putting a man on the moon.”161 The reason behind this made sense as humanity entered the age of search. People could search for almost anything using search engines, but books remained inaccessible.

By 2008, the Internet Archive declared its intent to “archive” “a single scanned copy of every book ever published.”162 It would do so through global library partnerships. The final stage of the Internet Archive’s quest for universal access to knowledge happened with its Physical Archive in 2011. Purchasing a warehouse near San Francisco, Kahle spent $3 million with another bold goal. “We want to collect one copy of every book,” he declared to the New York Times.163 Books, as well as movies, records, and beyond, would be housed in shipping containers, both to preserve culture but also out of a realization that if the Archive held a physical version it could “share the digital one.”164

All of this represented a dramatic expansion for the Internet Archive. In a few years, the library had evolved from providing access to archived websites to archived content of all kinds: to books, software, government documents, appliance manuals, and beyond. In doing so, the Internet Archive challenged ideas of copyright, the traditional organization of knowledge, and crucially, made a case for universal access to all knowledge.



Conclusion: A Sustainable Institution?

From Kahle’s first effort to make “everyone a publisher” with WAIS to the early stirrings of a side project to create a backup of the still-new web, the Internet Archive grew into the internet’s universal library. Emerging from a milieu that was beginning to value digital preservation, the Internet Archive sprang into action in a context of a receptive public, commentariat, and academic community. Primed by the cultural conversations that convinced many of both the value of digital preservation as well as the specter of a digital dark age, the Internet Archive was positioned to thrive. While much of this chapter’s story has involved Kahle, who provided not only capital but also the intellectual energy behind the project, the organization’s longevity speaks to the broader community role that it filled.

Sustainability had long been a concern about the Internet Archive: could one trust a singular organization with the long-term stewardship of the internet’s memory? If the Internet Archive failed, would we not simply again have a digital dark age—compounded by an increasingly single point of failure? Were the risks too much? In 2003, Roy Rosenzweig had worried about this. “Even more troubling, it has no plan for how it will sustain itself into the future,” Rosen­zweig noted. “Will Kahle continue to fund it indefinitely? What if Amazon and Alexa no longer find it worthwhile to gather the data, especially since acquisition costs are doubling every year?”165 Buried in a footnote to that statement was some encouragement: “Insiders have commented to me that the [Internet Archive] would disappear if Kahle left the project. But there are very recent signs that the [Internet Archive] is broadening its base of financial support.”166 These worries persist into today. Richard Ovenden noted that sustainability was what concerned him most about the Internet Archive and its “modest funding base.” In his mind, eventually “it must become part of, or allied to, a larger institution, one which shares its long-term goals to preserve the world’s knowledge and make it available.”167

The Internet Archive is more sustainable than these observers give it credit for, however. Many of the partnerships with national libraries, and later universities and other cultural organizations, discussed in passing in this chapter and at length in chapter 4, would indeed help with the Internet Archive’s sustainability. Public filings with the American Internal Revenue Service, in the form of Form 990 filings which provide financial information on nonprofit organizations, illustrate this, although the complexity of financial data means that they do need to be used with caution. The Library of Congress first provided sums ranging from $65,000 in 2001 to $787,974 in 2004 (which would include both web archiving as well as perhaps some other digitization projects), against the Internet Archive’s overall budget of $1.5 million or $4.5 million, respectively. By 2006 “crawling services”—or “fees collected for providing web crawling and hosting services”—amounted to $5,362,188 income versus an overall budget of $9,419,040. By 2008, this was $10,088,116 against total overall costs of around over $11 million.168 Given the wide variety of other activities the Internet Archive is involved in, from book scanning to digitization and beyond, the web archiving operation appears to be sustainable in and of itself.
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Figure 3.2 The Internet Archive in San Francisco. Photo by the author.


Furthermore, the Internet Archive’s independence and agility have allowed it to tread a path not open to larger, national institutions. It is thus embedded as part of a larger global library community. Partnerships take shape in scanning centers, operated around the world to help institutions digitize their print heritage, as well as their “Archive-It” subscription service, which launched in 2006. Institutions partner with the Internet Archive to select websites that should be archived. Whether done for institutional compliance, such as backing up websites, or in the service of history, this model today sees over 94% of North American institutions who web archive turn to Archive-It as a service.169 Modern web archiving has been shaped by the Internet Archive.

The Internet Archive is also a product of the internet itself. Throughout this chapter, we have seen how it has been profoundly influenced by the internet’s ever-evolving culture. The Internet Archive, in its association with the struggle for copyright reform as well as its emphasis on free access, came to articulate a vision of culture as free in the same way that early free software pioneers understood software to be free in the sense of a fundamental right to the freedom of speech (as opposed to, as they put it, free as in “free beer”).

By 2009, the increasingly-not-so-small operation in the former post office at the Presidio had begun to outgrow its small building. By then, the Internet Archive had the largest and most comprehensive web archive, led a large global book-scanning operation, and was providing global leadership to digital preservation efforts across the world, as we will see in the next chapter. An opportunity reared its head in 2009, when the Fourth Church of Christ Scientist went on sale in San Francisco’s Inner Richmond district—23,000 feet of neoclassical architecture, which happened to resemble the Internet Archive’s classical logo. The building (figure 3.2) is a fascinating place, even more so in a city with stratospheric real estate costs that would on the surface seem to preclude hosting physical servers a mere twenty-minute drive from downtown. As Venkat Srinivasan wrote in Scientific American, “there is no pressing need to house a bunch of servers in a church, in a residential neighborhood, and especially in a city where it is increasingly difficult to survive on a librarian’s salary. No need, that is, except the possibility of being a community fixture.”170

This last point is key. The Internet Archive’s new cathedral-like home heralded ever-increasing amounts of community engagement from the organization throughout the Bay Area and the world. Responding to the 2008 financial crisis, in 2011 Kahle and the Internet Archive opened up the Internet Archive Federal Credit Union in a low-income community near New Brunswick, New Jersey (owing in part to regulatory burden, the Credit Union closed in 2015).171 In 2015, near the Internet Archive’s building, Kahle set up a nonprofit corporation to develop “Foundation Housing.” Given San Francisco’s high cost of living, the organization purchased apartment buildings and then cheaply rented them out to nonprofit employees.172

Between 1996 and today, the Internet Archive emerged as the internet’s library. While it was a pioneer, it was also a response to larger intellectual forces. We can see this borne out in the next chapter when we turn to other early web archiving operations. Emerging at the same time, they would take different approaches to saving culture.






CHAPTER FOUR



From Selective to Comprehensive

National Libraries and Early Web Preservation



“The alternative to progress . . . is simple: the Library of Congress could become a book museum,” noted the authors of LC21: A Digital Strategy for the Library of Congress, a report commissioned and released in 2000 to help guide America’s de facto national library into the digital age. Being a book museum would not be a good thing. For “a library is not a book museum. A library’s value lies in its vitality, in the way its collections grow, and in the way that growth is rewarded by the diverse and innovative uses to which its collections are put.”1 This aptly summarized the challenges facing libraries in the digital age.

Libraries—research, public, and national alike—were grappling with the challenge of moving from a model based on physical objects to one based on networked information. A considerable challenge was the ever-present problem of copyright. Much of the borrowing and access rights for national libraries, even when material was collected via legal deposit, was predicated on possessing physical objects. If the “original” copy of a publication sat on a corporate or personal server, it would be a reproduction when copied for library preservation.2 For national libraries, stewards of national heritage and essential components of a nation’s historical memory, the stakes were high as they adapted to the digital age.

This chapter explores the evolution of web archiving at national libraries at four pivotal early institutions: the national libraries of Canada, Sweden, Australia, and the American Library of Congress. These institutions were chosen for their pathbreaking role in national web archiving. Yet it is worth noting, as will become clear, that despite the expansive visions that a “national library” might conjure, these were small operations with modest funding. They generally received no specific financial support and thus needed to be funded by existing operational funds. However, this required sufficient operational funds and confidence in their ability to deliver on the core mandate while exploring these questions, meaning that only a small handful of affluent institutions could do so. The visions that they shaped would build the foundation for today’s widespread web preservation. Ultimately, the end goal of comprehensive legal deposit of websites, which would bring them on par with books and recognize their cultural value, would be informed by different approaches. The Canadians, Australians, and Swedes adopted different approaches to collection. Some crawled broadly, others selectively.

These institutions did not develop their programs independently of each other. Terry Kuny, at the National Library of Canada, recalled active mailing lists. These helped build an “invisible college to bring people of like minds together.”3 A conversation around the future shape of web archiving and born-digital preservation occurred. In 1998, national libraries in Sweden, Australia, and the Netherlands established PREWEB: Preserving the WorldWideWeb, “an international discussion list and link collection,” helping to form that invisible college.4 Links between libraries were also made possible by the web itself. The web, as Margaret Hedstrom recalled, “made connections that just weren’t feasible [before] . . . digital preservation became an international phenomenon, in part because of what the world wide web enabled.”5 By 2001, practitioners began to gather for the International Web Archiving Workshops convened by Julien Masanès.6

This chapter explores the various ways that national libraries approached the defining question of their web archives: would they be selective and actively curate their web archives, or would they try to be comprehensive and collect everything? Today, the question has been largely settled in favor of comprehensiveness. While many national libraries continue to be selective, it is now usually framed as an intermediate step on the way to comprehensive crawling. This was an unsettled question over the first fifteen years of web archiving, however. Some libraries worried that the mass collection of information would lead to large, low-­quality, and ultimately less useful, collections. If the Internet Archive had led the way on mass collecting, perhaps a more selective approach would better steward cultural heritage? As they confronted digital abundance, national libraries would adopt different approaches.


Selection versus Comprehension: The (False) National Library Dilemma

Today the debate between selection versus comprehension seems like a false binary. To many in the 1990s, however, it appeared to be a stark choice. Julien Masanès explains: “A recurrent theme in the literature on Web archiving is somehow simplistic opposition between manual selection and bulk automatic harvesting allegedly considered as unselective. The former is misleadingly supposed to be purely manual whereas the latter is similarly falsely considered as comprehensive. We prefer to insist on the fact that Web archiving always implies some form of selectivity, even when it is done at large scale and using automatic tools.”7 In other words, even the most comprehensive crawl requires active scoping. Questions such as where to start, how deep to crawl, how long until the crawlers should collect without stopping, are all curatorial decisions. Algorithms are designed and controlled by people. Furthermore, true comprehensiveness is impossible given the web’s ever-changing nature. Comprehensiveness thus refers to objective and aim, as opposed to a mythical state of all-complete and all-finding crawling.

The main argument behind being as exhaustive or comprehensive as possible is that historians do not know what might be useful in the future.8 There are many reasons to collect as much as possible. These range from biographic (capturing the homepage of a future celebrity, activist, or politician who is then unknown), cultural or social (advertisements, trends, and subcultures), and basic logistics (easier and even potentially cheaper to collect it all since it can be better automated).

There will almost certainly be future lines of historical inquiry that we can scarcely imagine today. This reasoning informed the Internet Archive, which attempted to capture as much as possible and worry about implications later. Among national libraries, the National Library of Sweden would emerge as one of the leading voices behind this “comprehensive approach.” Most national libraries would be more circumscribed, whether due to resource constraints, legal issues, or collection philosophy.

Given constraints, the temptation was to be selective. This was due both to size and technical issues, as well as the need to have firm scoping criteria that would delineate a collection. Scoping would keep a web archive at a manageable size, allowing for cataloging. Archived websites could then be treated more akin to traditional “publications.” Similarly, in the absence of legal frameworks, a website-by-website permissions process was possible only if approached selectively. With broad web crawling, the scale of collecting means that permissions become effectively impossible.

The selective model was pioneered in 1994 with the National Library of Canada’s Electronic Publications Pilot Project. The EPPP considered hyperlinks, the expansive and sprawling nature of publications in the digital age, and it recommended that collection efforts needed to be targeted and selective for the ensuing collection to be usable. After this pilot, this approach would inspire the leading selective archive: the National Library of Australia’s PANDORA project. In other words, the selectivity versus comprehensiveness discussion—exemplified by the Canadians and Australians on the one side versus the Swedish and the Internet Archive on the other—becomes a useful way to introduce and frame their projects. Yet, in many ways, this framing admittedly involves a bit of authorial convenience on my behalf. For these approaches were also informed by the scarcity of resources as well as legal constraints. In other words, a selective approach was often the only realistic one, given available options.

The first two initiatives in the world to tackle born-digital publications occurred at the Netherlands’ Koninklijke Bibliotheek and at Canada’s National Library.9 The Koninklijke Bibliotheek example is interesting, as its library has existed without legal deposit since its 1798 founding. The “Dutch Depository of Electronic Publications” project aimed to gather “all electronic publications produced in The Netherlands,” including full-text documents, databases, and multimedia files.10 The Netherlands’ pilot ran through late 1995, with extensive tests of its processing workflows. It focused on electronic journals, educational software, and “other” publications including HTML documents. Yet the Canadian example became inspirational to web archival projects that would follow, making it a natural starting point for this chapter. Beginning in 1994, a small group of librarians and digital preservation experts began a pilot project that would be the first national library effort to preserve material on the then-new web.



First Mover: The National Library of Canada’s
Electronic Publications Pilot Project

The National Library of Canada inspired subsequent web archiving projects. Its early track record built a foundation for the projects that followed. The National Library of Canada (NLC), established in 1953, had for decades been a leader in information policy and digital libraries.11 This was partially due to the amount of information that had been flowing across the American-Canadian border since at least the 1970s. NLC librarians were extensively engaged in international conversations with their American colleagues, requiring considerable thought about standards and interoperability. Partially in recognition of this unique context, the International Federation of Library Associations and Institutes established its office for its Universal Dataflow and Telecommunications office at the NLC, with its mandate for the “international and national exchange of electronic data.”12

The nearby National Archives of Canada (Public Archives of Canada until 1987) was also a leader in the field. As Hedstrom explained, “a lot of the [international] leadership for that [electronics records] work was coming out of the Public Archives of Canada.”13 In December 1992, the National Summit on Information Policy was held, which brought together libraries, governments, and information professionals in an attempt to reconcile disparate information policies across the country.14 As this was a relatively decentralized federation, competing provincial standards and approaches across Canada presented challenges. But, by 1994, the Canadian government was already moving to ensure that all government publications would be digitally available.15 As a relatively early adopter, with a national library engaged in electronic records, the stage was set for an innovative program when it came to new media.

The NLC’s digital leadership was also enabled by an expansive mandate stemming from its founding legislation. The NLC argued that its mandate to collect information applied “to all Canadian published information, wherever it is located and in whatever format.”16 While the NLC was initially given a formal mandate only to collect “books,” as early as 1952 the National Library of Canada Act crafters noted that “book” should be understood as inclusive of “library matter of every kind, nature, and description.”17 In 1969, the act was amended and made explicitly inclusive of “any document, paper, record, tape or other thing published by a publisher, on or in which information is written, recorded, stored, or reproduced.”18 Accordingly, in 1969 the library began acquiring sound, in 1988 microforms, and in 1993 videos and CD-ROMs.19

This was the organizational context in 1994, when the NLC looked at how to preserve documents published on the web. Librarians saw that the publishing world was being reshaped by newly emerging communications platforms. Scholarly journals were being shared via Gopher, WAIS, and the web, as were novel forms of electronic books (hypertext!) and other publications.

Between June 1994 and summer 1995, to explore what born-digital acquisitions would look like, the NLC launched the Electronic Publications Pilot Project (EPPP).20 The “electronic” part of electronic publications was broadly defined, including “those that are distributed in multiple copies on physical media” as well as “[t]hose that reside on a host computer and are accessible over a communications network.” If “electronic” was defined broadly, publications were instead defined narrowly. For the EPPP, publications would refer only to those works that underwent “the same formal preparation activities associated with traditional print publications.”21

In 1994, these were critical issues. As Kuny, who was then working at the NLC recalled of the EPPP: “It exposed some of the challenges that we had with the fundamentals of digitally preserving things: How do you take in things in very different formats? How do you preserve an early Web object, for example, when you didn’t have a container format for a Web object? How do you maintain all the relationships for something on the web? How do you keep a PDF file when the PDF format itself was evolving and changing over time?”22 Some of this was technical (file formats and storage) and some of this was organizational (in what catalog fields do you record an operating system or file type?).

The EPPP was an opportunity for the NLC to enter the networked digital age. “As the federal cultural institution responsible for Canada’s printed heritage,” Marianne Scott, then National Librarian of Canada, explained, “the National Library must find new ways of fulfilling its heritage mandate in the information age.”23 The project had six goals: understanding the issues, developing knowledge around online documents, determining broader policies, building the NLC’s government information role, providing input for resource requirements, and gaining general institutional experience with internet publishing. It is worth highlighting Scott’s role herself. Kuny described Scott as “all the values of librarianship . . . rolled up in one,” and an organizational leader who took a keen interest in these new emerging mediums.24

The EPPP identified many of the critical issues that would anchor the web archiving conversation over the coming decades. For the Canadians, selectivity was seen as the pragmatic choice. Real resource constraints circumscribed the project from its outset. Even by 1994, the web’s scale and the number of electronic publications outstripped the available technical resources. Project staffing resources were generous, as many individuals worked part-time on the project from various departments.25 The EPPP also fostered initial conversations around how to crawl web-based materials. The project’s final report appeared in June 1996, representing the pilot’s main contribution to both the NLC and the broader nascent web archiving community.

Topics of discussion in the final EPPP report included copyright, especially conflict between copyright and the need to migrate file formats to ensure long-term preservation. The report also explored versioning (which document is “canonical” when it is constantly changing and evolving), legal deposit considerations, as well as how to catalog documents. As Kuny recalls, “EPPP was a technology demonstrator, and it . . . served an institutional political objective . . . to try and generate the necessary resources to pursue this agenda in the future.”26

The EPPP argued that the term “publication” needed to be narrowly defined. This decision would have the most impact on national libraries inspired by the EPPP. Even for the web, the “characteristics of traditional publications” were emphasized. The report stressed an acquisition approach centered around online periodicals and scholarly journals, as opposed to personal homepages or what would later be classified as “ephemera.” The pilot conceded the difficulty and subjectiveness at play to define what a “publication” was versus “ephemera.” Indeed, in the formal report, these criteria were literally described as an “I’ll-know-it-when-I-see-it” statement.27 Secondarily, given the narrow definition of a publication, a preserved publication would need to be removed from a broader hyperlinked web. This was an important distinction.

In the case of a web-based hypertext publication, where links were integral to the work itself, the report was candid about the difficulties curators faced. Most web documents contained links, and those links (and the ability to interact with them) were part of the document. To maintain a publication’s integrity, should everything that the document linked out to be preserved too? The EPPP report, written in June 1996, grappled with this at length:


What, then are the options? One could, copyright permitting, bring in the files associated with every hypertext link in a publication and store them with the files for the publication themselves. Or, one could choose to pull in only a portion of the links, such as those to Canadian sites or to Canadian publications elsewhere. One could also choose to regard a hypertext publication as analogous to a TV program guide, which points to program items that may or may not be archived somewhere, but may not be viewed beyond the limited lifespan of an issue of the guide. Despite the leads being blind, the “pointing tool” retains a certain social and historical value.28



The latter point was analogous to the dire access situation of television archives, where historians, indeed, rely on the catalogs rather than the recordings them-selves.

Ultimately, the EPPP pilot recommended that “only those links which resided on the same Internet domain as the original document should be brought in and placed on the NLC server.”29 The line between publication and broadcast was also drawn. Up until that point, the report noted, “it has been NLC netsurfer experience that the non-directory type of Web site, consisting mainly of links, is ephemeral and more analogous to a broadcast than to a publication.”30 This notably set a tone within the institution that would lead toward a recommendation to be selective rather than comprehensive. The final report was clear: “Electronic publications should be acquired on a selective basis.”31

As for web archiving, the EPPP would be a high point as NLC priorities shifted. The NLC continued to harvest selected publications and government webpages but would not expand this limited scope until 2005. Much of this was the reality of a time-limited short-term project coming to an end without a real successor or long-term strategy in place. It “just kind of disappear[ed] over time, and if there is no will at all, it is done,” explained Kuny, summing it up as: “no responsible authority, no commitment to migration over time, no financial resources.”32

The EPPP’s legacy would later be felt in the expansiveness of the enabling legislation for Canada’s newly amalgamated national memory institution. This new institution, Library and Archives Canada, was a merger of the NLC and the National Archives of Canada. The 2004 Library and Archives Canada Act gave the institution the power to take a “representative sample of the documentary material of interest to Canada that is accessible to the public without restriction through the internet or any similar medium.” Another section noted that the power of legal deposit extended to “publications that use a medium other than paper.”33 This was forward thinking for 2004.

The laws, however, would not be used to their fullest. Library and Archives Canada’s Web Archiving Program was founded in 2005. While initial plans explored whether it could collect the entire Canadian .ca domain, it was soon downscaled to a selective approach “when the scale and technical complexity of this endeavour became clearer.”34 Thematic collections were actively curated from 2009 onwards, complementing government data harvests, leading to a small but significant curated collection of Canadian material. As of 2019, Library and Archives Canada had approximately 50TB of web archival collections, slightly more than half of which was data from federal government websites.35 The institution continues to selectively capture Canadian web content, but it is a relatively modest program.

Yet for a period between 1994 and 1996, national libraries around the world looked to Canada as they explored these novel questions. The EPPP set the stage for the conversations that would unfold, particularly in Australia and later the United States, setting the stage for a selective web archiving ethos. But before we pivot to Australia to see how this intellectual current continued, let us turn to Sweden and national library comprehensive collecting.



Kulturarw3: The Advent of Comprehensive National Library Collecting

The National Library of Sweden, or Kungliga biblioteket (KB), adopted a different approach than the Canadians. Whereas the EPPP pioneered a selective approach, the KB elected to exhaustively collect the Swedish web. In September 1996, the Kulturarw3 project began.

Whereas the EPPP more narrowly focused on electronic journals, Kulturarw3 had a broad mandate from its inception. Its goal was to capture Swedish culture as expressed online. The project’s name reflected this. As project leader Johan Mannerheim explained: “The name Kulturarw3 means Cultural Heritage in Swedish but is properly spelled with a ‘v’ at the end. The ‘w’ has the same sound value in our language and we have indexed it to point out that the WWW or World Wide Web not only is something new and modern, but also part of our cultural heritage.”36 From its inception, Kulturarw3 was framed as adopting a different approach than Canada had. The National Library of Sweden adopted a comprehensive approach for two reasons. First, it worried about the difficulty of proper selection and worried that future researchers would criticize the choices that it made.37 Second, and provocatively, the Kulturarw3 team took the position that the labor costs of selective curation would outweigh the technological costs of storage. The hopes were that a comprehensive approach would achieve three goals: gather the most material, be less labor intensive, and leverage the ever-falling price of data.38 The relatively small population of Sweden—just shy of nine million people in 1996—also helped.

The Kulturarw3 team met for the first time in August 1996.39 The emphasis was on building the KB’s permanent collection. Beyond a few initial thoughts that perhaps they would eventually adopt a one- or two-year waiting period and somehow provide remote access, the discussion was deferred. The Kulturarw3 team looked ahead to the scale of the problem before them. They predicted that as a new generation, accustomed to using the internet, entered their working ages there would be an explosion of creative web use, including audio, video, and other applications.40 With this looming in the not-so-distant future, it made sense to begin collecting as soon as possible, rather than waiting for final decisions on access.

Kulturarw3 launched in September 1996 after successfully hiring a project manager. Reflecting my earlier cautionary notes around drawing too firm a boundary between selective and comprehensive approaches, while the public discourse around the project noted how expansive the Swedish approach was when compared to other libraries, in reality Kulturarw3 consisted of a mixture of annual, automated crawls as well as selected pages that would be more frequently collected. Selectivity complemented comprehension.

Even with the relatively small size of the Swedish web, the team confronted an almost overwhelming amount of data. The team estimated that there were approximately 700,000 to 1,000,000 Swedish pages, averaging 20,000 characters each.41 The first crawl began in March 1997. Between 24 March and 26 August, the project collected 143GB from almost six million files, storing it to tape. Testament to the Kulturarw3’s ambition, a follow-up crawl was launched almost immediately thereafter on 1 September. This second crawl ran until January 1998 and collected almost 10 million pages and 200GB of files, illustrating the growth of the Swedish web in just one year.42 Crawls grew in scope over the coming years and the scope of the collection criteria also expanded. The first crawl focused solely on the .se domain, but the Kulturarw3 team realized that much of the Swedish web domain was found under other domains, which required collection from domains such as .com and .org as well as .nu (which means “now” in Swedish).43 By contacting domain registrars and collecting lists of sites with Swedish postal addresses or telephone numbers, a comprehensive collection took shape.

Kulturarw3 engaged with international peers throughout 1997. Its comprehensive approach was novel within the broader national library community. In April, four Kulturarw3 team members visited the Internet Archive, discussing potential opportunities for crawling collaboration and sharing URLs.44 This was a fruitful meeting. The Swedish visitors noted that the Internet Archive and Kulturarw3 were the sole projects undertaking automatic crawling of large parts of the web.45 Mannerheim, the project lead, also visited the National Library of Canada and learned that it had no equivalent comprehensive web archiving projects, noting that it was mostly focusing on government publications and a handful of magazines that did not pose copyright issues.46 When Kulturarw3 was presented at the 1997 International Federation of Librarian Associations conference, the presenters reported back to the KB that the audience was very interested in Kulturarw3, as no other national library had a comparable program in terms of comprehensive coverage.47

Sweden’s legal landscape led to interesting discussions around access. First, Kulturarw3 would remain a private, dark archive for six years. Access was a difficult issue, bringing together technical problems (tape drive retrieval is slow) with ethical and legal ones. Several legal concepts collided in Sweden with respect to access. Pertinent concepts included legal deposit, freedom of the press, and personal privacy. All three were identified by the project staff as contributing to a unique Swedish landscape.48 Legal deposit, in force in Sweden since 1661 but expanded in 1993 to include fixed-form electronic documents, underpinned web archiving in Sweden. Second, there was the tryckfrihetsförordningen ordinance. Loosely translated as “freedom of the press,” this ordinance essentially gives freedom of the press to all Swedish citizens as well as codified public access to government information. A stated goal behind tryckfrihetsförordningen was to ensure the free exchange of opinions.49 Third, there was the personuppgiftslagen, or the Swedish Data Protection Agency. This was an agency that aims “to protect the individual’s privacy in the information society . . . the DPA ensures that new laws and ordinances protect personal data in an adequate manner.”50 Naturally, copyright was also an ever-present consideration.

Throughout Kulturarw3’s early period, the leadership team faced the interaction between these concepts, institutions, and its growing web archive. In 1997, Kulturarw3 staff inquired if tryckfrihetsförordningen would be adapted to include electronic publications, and ultimately realized that they would need to connect with the personuppgiftslagen to craft a pathway forward if Kulturarw3 was to evolve beyond a dark archive.51

The government commissioned the Ministry of Education to explore how web archive access could be provided.52 Their 1998 final report recommended that the KB as well as the National Archive of Recorded Sound and Moving Images assume joint responsibility of preservation and access. Crucially, the report recommended limiting access to “researchers from established research organisations.”53 As Mannerheim editorialized, in his view these limitations “would be contrary to the democratic aim of the Swedish [legal] deposit law to guarantee free access to information.”54 If it was just formal researchers, what about everyday citizens? The Ministry of Education also recommended that the KB accelerate its collecting: four comprehensive sweeps a year, selective curation of material to be collected via more regular active selection, as well as the inclusion of databases, software, and video games.55 Dialogue continued between the Kulturarw3 team and the government, with web archivists stressing the importance of pointing out the possibilities of web archives to researchers, and crucially, noting that they needed to ensure that future generations could enjoy their right to access.56

Exterior pressure eventually cleared the path for access. In 2001, a Swedish citizen complained that the KB had violated the personuppgiftslagen as well as copyright law when collecting online material. An initial ruling in the citizen’s favor by the data inspectorate was appealed and the state thus had to legislate to make such collecting compliant.57 On 8 May 2002, the government announced a new ordinance specifically dedicated to the KB’s right to collect websites and provide access. The KB introduced a new policy that would allow for on-site web archive access.58 A year later, on 16 June 2003, two specialized terminals were situated in the reading room. Each provided access to users who could make specific URLs queries. As the Kulturarw3 collection resided on tape, retrieval times were long (several minutes for each page) and, crucially, users could consult but not copy consulted material. The specter of a researcher taking handwritten notes or typing on a laptop to record their web archive exploration appeared. This was a model that would later be adopted by other national libraries, such as the British Library and the Bibliothèque nationale de France.59

Ultimately, the decision to move ahead with collecting and to figure out access later was prescient. Had the KB waited until an access regime was confirmed, the first six or seven years of the Swedish web’s history would have been lost, except for whatever the Internet Archive had preserved. Dark archives are never ideal—preservation without access is hardly preservation—but as an interim approach, it worked well.

The second critical part of Kulturarw3 was the project’s emphasis on international collaboration. The national libraries of the Nordic countries (Norway, Sweden, Denmark, Finland, and Iceland) had long collaborated. More recently, they had been exploring the specific problem of how best to share digital resources. This took shape in the form of the Nordic Web Archive (NWA). The NWA’s first meeting was held on 19 August 1997, when representatives from the Finnish, Danish, and Swedish national libraries gathered at the KB. Finland had just begun the region’s second web archive, beginning its comprehensive crawling equivalent of Kulturarw3 in summer 1997. The NWA would discuss protocols, archival file formats, and harvester requirements with an eye to producing common standards and declarations.60 Over the coming two years, the NWA devoted its attention to developing a new crawler. The Danish soon became more active in 1998 as they began their own web archive.61 By 1999, a dedicated NWA employee was hired.62 In 2003, the NWA released the fruits of its collaborative labor: the NWA Toolset, “a freely available solution for searching and navigating archived web document collections.”63 And, as noted, developers from Iceland and Norway would later collaborate with the Internet Archive on the development of the Heritrix crawler. Such collaboration was key to capture material that crossed national borders. While clearly necessary in a relatively tight-knit region such as that of the Nordic countries, these same principles could be applied to Europe and, from there, the world. By 2002, Kulturarw3 members were in discussions with the British Library and the Bibliothèque nationale de France, sharing experiences as the British and French considered comprehensive crawling of their own web domains.64

This last point suggests the ultimate success of the comprehensive national library model pioneered by the KB as early as 1996. Based on both improving the historical record and cheaper curatorial costs, this model soon spread to many other European national libraries. That this model was present from the inception of its web archiving program makes the Swedish experiment all the more significant. It also conceptually emerged at the same time as the Internet Archive, complicating the chronology of early web preservation. It was not the only model, however. There was also a good case to be made for selectivity. Stemming from the Canadian pilot, this approach would see substantial realization in the other early pioneering national library project of 1996: the National Library of Australia’s PANDORA project.



PANDORA : The National Library of Australia

The PANDORA project, an initialism for Preserving and Accessing Networked Documentary Resources of Australia, emerged around the same time as Kulturarw3. Its institutional inspiration can be traced in part to the EPPP. “The NLA’s PANDORA project was among the earliest of the world’s web archiving projects,” noted PANDORA manager Wendy Smith in a retrospective piece on the Australian web archive. To her, PANDORA began as “a proof-of-concept archive in 1996, based on the intellectual framework of Library and Archives Canada’s selective web archiving project.”65 This approach to selectivity would hold for PANDORA ’s next decade. Yet, whereas the Canadians had stuck closely to e-journals and serials, the Australians would soon expand their scope.

Australia emerged as a web archiving leader, building on the Canadian EPPP.66 At the 1999 Digital Library Forum in Canberra, while Australian libraries in general looked overseas toward the American Library of Congress for inspiration, one observer noted that “one area where Australia is well ahead of the Library of Congress is in archiving born[-]digital materials such as Webzines, through the NLAPandora Archive.”67 Australia’s web archiving leadership was notable despite two major and recurrent shortcomings: the lack of legal deposit power as well as the continual lack of dedicated funding to the archive. As web archiving managers Margaret Phillips and Paul Koerbin noted in 2007, the web archive itself received no specific funding, meaning that funds had to be redirected from core library operations.68

The roots of web archiving at the NLA stretch back to discussions around electronic publications and networked information. As Kieran Hegarty notes, collections development conversations began in 1990 and had turned to acquisition by 1993 and 1994. Access in this period, however, took the shape of directing patrons to the live copy or printing an electronic publication for traditional preservation.69 A better way forward was needed by 1996: the PANDORA project.

PANDORA referred to Pandora’s Box. Koerbin recalled that “I assume it was considered neat at the time to reference Pandora’s Box . . . that did become tedious.”70 A staff competition was held, “Preservation and Access” led to “PA” and staff then figured out the meaning of the next five letters by November 1996.71 The idea, however, stretched back to 1994:


In 1994, when the World Wide Web was just breaking into the consciousness of most Australians, the librarians at the National Library in Canberra were already wondering how to net the shoals of amorphous information floating around in this new medium.

The result is the Pandora project, an ambitious electronic archive that will preserve home pages and online documents judged of national significance for “hundreds of years” in library databases.72



The archive was born out of the broader fears around cultural loss and a digital dark age. Julie Whiting, PANDORA manager in 2000, recalled, “We realised a significant amount of publishing was happening online, and nothing was being done to preserve it for the future, as we’ve long done with printed works.”73 Koerbin was pragmatic on the question of a ‘dark age,’ however, noting in our interview that “I don’t think it was quite as dramatic as like . . . ‘a digital dark age.’ It was just all this material that, these publishing formats that we’re not collecting.”74

What made PANDORA significant for a national library was that the emphasis was not just on government documents and official publications but that it would also encompass “ephemera.” Jenny Sinclair wryly noted that including ephemera meant that “a few of those annoying personal home pages that feature not much more than a photograph of the author’s dogs and a list of their favourite celebrities” would end up in the National Library of Australia (NLA).75 This was a big step. Koerbin remembers this being related to the 1996 Australian federal election, as the original planning had mostly involved serials and online periodicals. Yet with the election, held in March 1996 but campaigning before, the thinking changed:


I think the penny started to drop really seriously with . . . the federal election in 1996, and a lot of the stuff was going online then, policy stuff. And I think that really moved us out of thinking, well, really, we’re not just dealing with e-journals here. You know, there’s a whole world there. And also, around the same time, a lot of government material started [appearing], government website set up. In fact, the National Library hosted a lot of that. So, we were very aware that this information wasn’t [just] serials, wasn’t [just] journals, . . . these were websites and material on websites that needed to be collected. So, I think that started to move our thinking more from just journals.76



After the 1996 elections came the later 1998 election and the subsequent lead-up and holding of the 2000 Sydney Olympics. Koerbin added that “it was [these] certain political and cultural events that played a part in really motivating development of our web archiving program.”77 Indeed, Hegarty echoes this in his work, illustrating the change between 1997, when the unit still thought of “publications” toward its shift of looking at “information” broadly defined.78 Yet if it was to be broader than just e-journals, selection policies were needed. What to collect?

Between January and April 1996, the Selection Committee on Online Australian Publications (SCOAP) explored these questions.79 Content needed to be Australian, and also needed to be solely online (i.e., not an online version of a print periodical) and of “cultural or historical significance to Australia.”80 SCOAP argued that the NLA should “select all publications judged to be of national significance” and pointed out that “publications that are not authoritative or do not have reasonable research value are usually not being selected.”81 As Koerbin notes, the key criterion was “is it of research value? . . . there were value judgements on it, to be honest.”82 The other key criteria were that sources needed to be only online. If there was a print edition, the web version would only be collected if there were significant differences.83 This led to absurdities, such as spending hours on the phone with publishers to discover if something was online only or if there was also a print edition. As Koerbin (half) joked in our conversation, “by this time we could have archived the damn thing! You know, [it became] ridiculous that we’re worrying about whether something is in print.”84

Once SCOAP developed selection guidelines, the Electronic Unit was established in April 1996 to begin to identify and select titles, as well as cataloging guidelines. It was designed as a six-month pilot. Koerbin recalls that its goal was to “take these [SCOAP] guidelines and then go out and [collect] all the stuff that we wanted to do and that would be job done.” Clearly these problems would require more than just a short-term pilot to solve, and accordingly in September 1996 the serials cataloging unit and the Electronic Unit were combined as an operational group.85 Hegarty sees this six-month pilot as central to the evolution of the web archiving concept at the NLA, as it was when “the boundaries of the archived web lost [their] elasticity and began to stabilise as an object of knowledge, centred around the definition and management of the ‘online Australian publication.’ ”86 By November 1996, the name PANDORA was being used. And with it, the shift to emphasizing preservation and access, not just selecting and cataloging.

Enter one of the major challenges facing the NLA. Its legal deposit powers resided in the Copyright Act (1968). Without amendment, PANDORA could not use the authority of legal deposit. It would instead need to secure site-by-site opt-in.87 Following consent, sites were then either captured on a one-time basis or continually. PANDORA staff then carried out manual quality assurance to ensure the preserved version was identical to the original. This was a time-consuming process that would dramatically improve the capture’s fidelity.88 While many site owners were happy to have their sites archived, others declined. “There’s some early stuff that we really missed because we couldn’t get the permissions,” muses Koerbin, lamenting several “really important early sites” that were never preserved.89

Why did they not consider a dark archive, as per Sweden? Why not crawl first and sort it all out later? From its very inception, access was a key consideration. A December 1996 white paper explicitly connected preservation and access: “it is a matter of urgency that a strategy be put into place to ensure the survival of, and continued access to, these early electronic publications” (emphasis mine).90 Koerbin explained why in part this was so important: “The objective has been open public access . . . we’re not the Netherlands where you get on a train and be across the country in an hour or two. [Australia is a] huge country. So you couldn’t say, well, you’ve got to come to Canberra. [laughs] . . . That was never an acceptable outcome for us.”91 In other words, “access has always been the principal driver.”92 While the library pushed for amendments to the Copyright Act, it did not wait for legislative change to provide access.93 Years before the Internet Archive provided open access to its collections with its Wayback Machine, PANDORA hosted archived webpages via its library catalog. The exact date when archived web pages were made available via the catalog remains a bit opaque, but certainly by October 1997 there were indications that pages were available via the catalog.94 “Anything we selected for PANDORA, we would catalogue,” noted Koerbin, explaining the process by which records were linked to title entry pages in the catalog and made accessible to anybody (unlike the later Wayback Machine, which would connect archived webpages, each individual crawled website was a silo—“if there was a link to something else, even if that was in the archive, you couldn’t go there [by a direct link in the archive].”)95

The decision to be selective rather than comprehensive was a pragmatic one. Money was a factor, as funding came out of core operating budgets rather than having dedicated project funds. Yet the library was motivated by the goal of providing access to crawled content as well. “We were certainly aware of the Scandinavians . . . they were higher profile in doing domain harvesting,” Koerbin recalls. “But I think it was just, we knew we weren’t up for doing that sort of project here because of legal and technical constraints. But we certainly took an interest.”96 Significantly, selectively crawling did not rule out changing strategies later. The library’s approach was described by current director-general Marie-Louise Ayres as “radical incrementalism”: practical steps with an eye on the future.97

While the idea and PANDORA formation date to 1996, websites began to be archived only in 1997. This delay had costs. In 1996, the team started working on selection guidelines and scouting. By the time crawls started, “some of the early candidates had already disappeared.”98 The digital dark age waits for nobody.

In October 1996, PANDORA’s position paper “National Strategy for Provision of Access to Australian Electronic Publications” was released. It represented the NLA’s official position and was widely distributed to national stakeholders in the library, cultural, and publishing communities. The paper recommended that legal deposit be extended to cover electronic publications, encouraged collaboration between libraries to select and preserve electronic information, called for an expansion of copyright to include the right to copy for preservation purposes, and argued that the NLA needed to “actively participate in the development of national and international standards for the discovery and retrieval of networked electronic resources.”99 It was a bold statement, setting the framework for PANDORA’s operations.

PANDORA’s criteria were selective yet broader in scope than the Canadians’ had been. The subsequent December 1996 “Guidelines for the Selection of Online Australian Publications Intended for Publication” paper held that while the goal was to be as comprehensive as possible, the “potential volume of published material to be dealt with is overwhelming in relation to the resources available. A higher degree of selectivity is therefore necessary for online publications than is the case with print.”100 To be in scope, content needed to be “about Australia,” be on a subject relevant to Australia if written by an Australian, or be written by an Australian “of recognised authority and constitute a contribution to international knowledge.”101 The paper also delved into ethically fraught issues, such as whether to collect “sites created for or by juveniles.” On this front, PANDORA noted that such juvenile-related sites would be preserved only if they were popular, were official or semi-official, and had received acclaim or awards.102 Despite musing about personal homepages, most such sites would not meet the selection criteria. PANDORA now had formal guidelines.103

The need for curatorial selectivity was baked into the project’s foundations. Margaret Phillips, PANDORA manager, dwelled on this in 1999: “The National Library of Australia’s pragmatic decision to take a selective approach was based on two factors. First, managing online publications is labor intensive and therefore expensive. Second, to the best of our professional judgment, many online publications have low current or future research value. We consider that it is better to identify those titles most likely to be of future research value and to apply our limited resources to managing them to a high standard.”104 Indeed, in 2003, a Sydney Morning Herald journalist deemed this selectivity to be PANDORA ’s distinguishing feature. PANDORA ’s “selective approach with clear criteria, cataloguing, search facilities, and staff who exercise quality control is one of two directions taken by national libraries,” Lauren Martin wrote. The other, “mainly used by the Nordic countries, led by Sweden, is a whole-of-domain approach; it tries to harvest all net material from the country at a given time. This way is more comprehensive but less organised.”105 It was a good summary.

By 1998 other state libraries across Australia were also involved in web archiving. Some had created their own independent web archives, while others such as the State Library of Victoria had formally partnered with PANDORA .106 This helped distribute the labor of selecting sites. As Koerbin explains: “The idea was that they would have their own selection guidelines and they would contribute to it based on their selection priorities. I mean, basically, they followed our selection guidelines and just wrote ‘Victoria’ rather than ‘Australia.’ So it was just a subset of [PANDORA and] wasn’t that different. And their responsibility was really providing curatorial input.”107 The separate state web archives were also significant. For example, “Our Digital Island” was the web archive of the State Library of Tasmania. By 1999, “Our Digital Island” contained over 140 sites and represented the first full commitment made by a state library toward web preservation.108 By the end of 2001, six other organizations were involved (the state libraries of Victoria, New South Wales, Queensland, South Australia, and Western Australia, plus the National Film and Sound Archive).109 It continued to grow and by 2004, all of the mainland states (excluding Tasmania, which never joined) were contributing to PANDORA as well.110

Through these early web archiving programs, Australian cultural heritage was preserved in many unique and diverse ways. In 1999, the Canberra Times noted that webpages including humor sites, the children’s band The Wiggles, and a website honoring the Australian spread Vegemite were all now being preserved in the National Library of Australia. The Wiggles should have been proud, as PANDORA was still quite selective in 1999. Margaret Phillips noted that there were then 214 preserved sites. While PANDORA had originally been focused on “scholarly, authoritative publications of long-term research value” they were “also interested in documenting how Australians used the Internet and what kinds of opinions, interests and concerns were documented on it.”111 Some sites understood inclusion as a badge of honor. As one humor site that focused on the “long history of failure and fiasco in Australian diplomacy” noted, they were “delighted by the National Library selection of its web site for lasting national significance and cultural value.”112 By 2000, 700 sites were then part of PANDORA, representing the beginning of rapid growth.113 By April 2001, 1,100 sites, all accessible through the PANDORA website.114 Three years later, in April 2004, there were over 5,000 sites.115

Given their active role in selection, curators faced controversy. In 2002, conservative Australian legislators got wind of PANDORA ’s plan to preserve pornographic websites. “Pornographic web sites are pornographic websites. They’re not art and the National Library should be focusing on other things,” argued a conservative parliamentarian. In response, PANDORA manager Phillips argued that PANDORA would “fail in its mission to record a broad snapshot of contemporary Australian life if it ignored the phenomenon.”116 A compromise was struck to collect it . . . but to then limit access to exclude minors. As one reporter put it, “if you prove your bona fides, you can even view a select number of turn-of-the-millennium sex sites though only while on a supervised computer in the Canberra library.”117

Most of the Australian web did not meet the bar for collection, however, and would not be included. As Ian Morrison noted in 1999, this was a deliberate choice, as the “main reason [for this] was the insubstantial nature of most web publishing: the library does not attempt to collect printed ephemera comprehensively, and could see no justification for collecting its electronic equivalent.”118 In other words: “This is the key point about selectivity: it is our normal practice.”119 Even if it was possible, the Australians argued, collecting too much information would lead to an undesirable outcome. When it came to print material, they did not collect everything. Why should electronic documents be any different?

Morrison perhaps overstated the case against collecting ephemera. While the National Library of Australia had always been selective, it did have an ephemera collection dating back to the 1960s “as a record of Australian life and social customs, popular culture, national events, and issues of national concern.”120 Koerbin noted this in our interview as well, recalling this edict against ephemera as “a little odd, too, because the National Library has a long tradition of collecting print ephemera and a very fine collection, and so understands the value of that.”121 An added issue, of course, was the pragmatic challenges of collecting ephemera when you needed to find the copyright holder to give you permission to collect it.

An increasing downside of PANDORA being early to web archiving was that, by 2003, its original 1996 selection criteria were lagging the reality of what the web had become. New types of content were now commonplace. One journalist lamented that PANDORA was forced to “concentrate on the limited areas of significance chosen in 1996: government publications, academic journals, conference papers, e-journals, and topical sites,” while webcam feeds, blogs, chat transcripts, games, and databases were out of scope and thus uncollected.122 In 1999, Morrison argued that while selectivity may have been normal practice, there were increasing reasons to expand its mandate to encompass ephemera. As he noted, libraries such as the NLA and its state counterparts “maintain large ephemeral collections within specific areas; but neither attempt to collect every political leaflet or sale catalogue produced. Both aim to preserve a solidly rep­resentative sample of the types of material disseminated.”123 Koerbin recalls: “Around 2000, 2001, 2002, we were certainly looking at domain harvesting. We did have a project to look at . . . the feasibility of it, because we are certainly aware of what the Swedes and the Scandinavians generally were doing, you know, taking that broader approach. So, it wasn’t like we had an ideological fixation [laughs] on doing selective [crawling]. It was really because of our incremental, ad hoc approach to it, to the whole thing that that was the way to do it.”124 This feasibility study, the Australian Web Domain Harvesting Project, was carried out in mid-2001. It never proceeded to full implementation at least “probably due to lack of maturity of tools available.”125 By 2005, the National Library was asking the government for more comprehensive legal deposit legislation to support a broader web archiving approach.126 Without copyright and legal deposit reform, there couldn’t be access. Access was so ingrained as a core principle that a dark archive was not under consideration.

An early move toward providing access to material collected in such mass harvests came in 2006, when an amendment to the Copyright Act was passed. This new section provided for the use of copyrighted work by libraries and archives for socially beneficial purposes.127 Such use needed to comply with Article 13 of the Trade-Related Aspects of Intellectual Property (TRIPS) Agreement, which—as Koerbin recalled—made “it tricky to apply and somewhat opaque in respect to the web archive, although we always understood the intention of the clause was to allow us to do such things as making the web archive openly accessible.”128 Ultimately, this opaqueness meant that the ostensible powers granted in 2006 were not used until a subsequent amendment passed in 2016.

In any case, selectivity was showing its age. Perhaps the Swedish and Internet Archive approach would be more appropriate? Could the success of the NLA be leveraged to make it a broader collection? Wendy Smith noted in 2005 that PANDORA was continuing “to emphasize ‘print-like’ objects . . . at the risk of failing to capture the full range of uses that the web now has in communication and dissemination of information of all sorts, and failing to accommodate the evolutionary, increasingly database-driven, steps of the web.”129 Smith pointed to the work of Axel Bruns. Bruns, an Australian New Media scholar, had presented a paper, “Contemporary Culture and the Web,” to the National Library of Australia. In it, he outlined the web’s evolution. Bruns sketched out a “Tale of Two Webs,” noting that the web was moving “towards more user co-creativity.” This could be seen in a shift from homepages to blogs, community news to open news, and resource sites to wikis.130 A transformed web needed a new collections strategy.

Yet much of this would need new legislation.131 As noted above, the 2006 reforms did not change operations much at the NLA, in part as there was not yet the appetite for the risk the institution might face.132 As Smith explained, “in the decade since those [selective acquisition] criteria the nature of the web has evolved and the patterns of its use have changed, signaling a need to extend the selection criteria.”133

If in 2006 the Copyright Act had been amended in theory to facilitate greater access, in 2016 it was amended to extend legal deposit to digital formats. Yet even before that there was a new “willingness to manage risk since the legislation at the time was ambiguous.”134 PANDORA began crawling the Australian web domain in the summer of 2005.135 As journalist Steve Meacham wrote in the Sydney Morning Herald, this was a significant shift from PANDORA ’s selective origins: “who’s to say what should be collected? Which of us can predict what future generations will find culturally significant?”136 The Australians were adopting the model that the Swedes and the Internet Archive had adopted in 1996.137 One downside is that this material was inaccessible until March 2019, when PANDORA was subsumed as part of a much broader Australian Web Archive (which brought together government sites, PANDORA, and the broad domain harvests).138 A time-limited dark archive had carried the day after all.

Yet by exploring the com.au top-level domain, the PANDORA project team could understand the scope and scale of the Australian web domain. Beginning in June 2005, the National Library of Australia ran a four-week test crawl with the Internet Archive. As noted in chapter 3, the Internet Archive had by then developed its own crawlers, independent of Alexa Internet, thanks to the development of the Heritrix crawler. Using Heritrix would thus generate crawls that were much larger than any done previously.139 The test crawl lasted six weeks, encompassing 185 million websites and compiling 6.7 TB of data.140 Koerbin also noted that this was mainly possible due to Heritrix: “Why 2005? Well, it’s pretty simple, actually . . . Firstly, that’s when the Internet Archive released really a functioning version of Heritrix [a web crawling software]. And so they were in the market to do this large-scale harvesting. So here was someone we could go to. But also at that time . . . [t]here was money [available for this purpose] . . . So, this became a possibility that we could then contract the Internet Archive. [It] had to be framed as: ‘This is a collection. We are buying this collection item called the Australian Web.’ ”141 Everything soon came together, launching a model that national libraries would soon use across the world, including the Library of Congress and Library and Archives Canada.

One difference arose with this newly collected material. It would be complicated to provide access to it, as the NLA had not used the opt-in model. The Copyright Act would not be amended until February 2016. Yet broad collecting was being done on a scale that precluded permissions. Accordingly, as with Sweden, Australia now had a dark archive. This was a dramatic shift for a web archive defined in terms of both selectivity and openness. Yet, such a shift was perhaps inevitable. Many other libraries would follow suit.

For the web had changed, meaning that web archiving had to as well. By 2010, the web was more complicated and its importance to the broader cultural record was clear. Koerbin noted that while Australian web archiving had begun with the assumption that the web was a publication, it had dramatically evolved: “But once it started moving into being as much a communication medium as a publishing one, the line between private and public [was] not so clear. In the early days, people may have had a sense they were publishing. Now, people just contribute or get on to a social networking service—they are not thinking they are publishing. A lot of people would have the sense they intend what they put up online to be private or ephemeral. They are naive in thinking that.”142 PANDORA itself changed to meet these challenges. Beginning in 2011, the web archive began to collect Australian government websites under the auspices of the Australian Government Web Archive. The Copyright Act revisions of 2016 enabled collection, following on the 2006 amendment, which had enabled access. Crucially, the 2016 changes helped catalyze access as well—as Koerbin recalls, “the appetite for risk in using [the provisions of the 2006 amendment] only emerged following the introduction of legal deposit for online materials in 2016.”143

This all came together in 2019, when PANDORA was subsumed into the broader “Australian Web Archive,” which brought together PANDORA, the Australian Government Web Archive, and the large domain crawls.144 Crucially, all nine billion files within that combined web archive were available to the public through a custom front-end interface with full-text search. The web archive was also integrated into the National Library of Australia’s broader Trove web interface.

PANDORA inspired other national libraries. The Library of Congress looked to the Australians. Even as Australia moved toward a comprehensive approach, its initial success with a selective framework would lead to long-reaching impacts felt well into the twenty-first century. The Australian experience is also a useful entry into the shifts that national library web archiving faced. Initially understood as something akin to backing up electronic journals or a few significant sites, as society shifted online, the value of what had previously been seen as akin to ephemera became increasingly important. Such material eluded selection because of its scope and scale, necessitating new approaches to partnership, copyright, and even legislation. As countries such as the United Kingdom and France evolved their own programs, comprehensiveness would come to dominate. The National Library of Australia’s experience bears this out.



MINERVA: The Library of Congress

The Library of Congress’s web archive traces its origins to October 1998, when it received a donation of an Alexa Internet web crawl. In a nod toward late-1990s physical understandings of the web (and some theatrical flair), the donation came in the form of a sculpture. The sculpture, “World Wide Web 1997: 2 Terabytes in 63 Inches,” had been crafted by American artist Alan Rath. Four stacked computer monitors, attached to forty-four digital archival tapes, intermittently flashed selections from the almost half a million archived pages.145 This was not its first public appearance, as the sculpture had previously graced the stage at the Getty Institute’s Time & Bits conference. It was an evocative representation of the archived web. The Library of Congress was thrilled with Rath’s statue and the accompanying data. Winston Tabb, associate librarian for Library Services, explained that Alexa’s donation would ensure “that one of the most significant collections of human thought and expression born of a new medium is preserved in the national collections.”146 Congresswoman Zoe Lofgren was equally impressed. She noted that Alexa’s donation would mean that “the Web’s valuable but fleeting resources will be retained for generations to come.”147 A new chapter of the Library of Congress’s long history had begun.

The sculpture inadvertently illustrated the challenges facing the Library of Congress’s web archiving program. Rath’s sculpture spent time in a public place, before breaking and being moved to the web archiving team’s offices. Finally, it would later be returned to the Internet Archive to return to public display (where it remains today). The crawl itself, however, was never actually added into the Library of Congress. As Abigail Grotke, who was then with the web team and would later lead it, “the content itself we never got . . . it was on these hard drives.” While the team briefly considered extracting the data before returning the sculpture to the Internet Archive, that never came to pass.148 The technical and permissions issues were insurmountable.

One of the emerging requirements of being a de facto national library was and is the stewardship of digital cultural heritage.149 Given the United States’ outsized role on the internet and the web, this was especially pressing. In light of emerging web archives in Canada, Australia, and Sweden, it was clear that the Library of Congress needed a stronger digital acquisitions strategy. This was vividly illustrated by a 260-page report released by the National Academy of Sciences in July 2000.150 LC21: A Digital Strategy for the Library of Congress commissioned by the then-Librarian of Congress James Billington and produced between 1999 and 2000, provided an essential overview of the challenges facing the Library of Congress in the digital age. Hedstrom recalled LC21 as a “really fundamental” report alongside the earlier (and aforementioned) Task Force on Archiving of Digital Information.151 LC21 provided a sobering overview of where the institution was at the dawn of the twenty-first century. While the Library of Congress was still arguably “the largest and most prestigious library collection in the world,” LC21 highlighted that it was significantly lagging in “receiving and archiving the born-digital product of the nation.” A “truly functional contemporary Library” would require adopting new processes for taking both physical and digital objects, from books to CD-ROMs to webpages. Neglecting this would run the very real risk that “the Library of Congress could become a book museum.”152

The report focused at length on web archives, appropriately looking to Canada, Sweden, and Australia for inspiration.153 Web publishing challenged the traditional publishing world that the Library of Congress operated in. LC21 noted that some of the webpages and other digital publications promised to be “as important as records of current research and creativity as were the journals and books of the eighteenth, nineteenth, and twentieth centuries.”154

The recommendations make for sobering reading today as they address issues that still remain unsettled. First, LC21 argued that the Library of Congress needed to clarify its legal deposit powers for websites. If it needed more power to meet its goals, the Library of Congress needed to seek legislative authority. The report also recommended that the library conduct web archiving pilot projects, with an eye to later translating these pilot projects into a broader strategy to preserve the web. Selectivity emerged as a critical theme for LC21:“The committee believes that LC needs to be not only more ambitious but also more selective in the methods it uses to build digital collections. Increased attention to selection is necessary because of the explosion in digital information of widely varying quality and interest. The Library cannot be expected to collect everything, especially if collecting carries with it an obligation to preserve what it collects . . . By comparison, the world of Internet publishing is new, raw, and wild. New models for defining Library collections require a redefinition of what constitutes a library’s ‘collection.’ ”155 Part of the issue facing the Library of Congress was the web’s dramatic growth. If one could imagine the finite boundaries of the web in 1996, by 2000, the size of the web was beyond definition. “If you accept that the Internet should be collected, what does that mean?” asked an Oregon library director who had been on the LC21 committee, “Today’s Internet? Tomorrow’s? all? And do you collect just the first layer of a Web page and none of the links? Three layers? Ten?”156 The stakes were clear. Ephemeral data meant there would be no second chances.157 Data not collected today might not be there tomorrow.

Others were less bullish on the LC21’s potential to make an impact. Hedstrom recalled a group of LC21 authors gathering to chat about it, and how they began to riff on a meme: “it was when Bill Clinton was running for re-election in ’96, where he was saying ‘it’s the economy, stupid’ and we were going, ‘it’s born digital, stupid,’ because the focus of the LC had been on digitization . . . But the big problem is born digital.”158 Part of this was reinforced in a meeting with the Librarian of Congress, where as Hedstrom recalled, “it was very clear to us that [Billington] didn’t understand at all the difference between something that was digitized and born digital.”159

But LC21 gave impetus for pilots. As Hedstrom notes, it at least acknowledged “the born-digital business.”160 Throughout summer and fall 2000, the Library of Congress carried out its web archiving pilot project: MINERVA, or the “Mapping the Internet Electronic Resources Virtual Archive.” MINERVA was a backronym, similar to PANDORA . Named after the mosaic of the Roman goddess Minerva in the great hall of the Library of Congress’s main Jefferson building, MINERVA was the Library of Congress’s first entry to the world of web preservation. The project focused on the ongoing American presidential election campaign between George W. Bush and Al Gore. As that election extended past voting day into the Florida recount and arguments at the Supreme Court, it was a consequential example of why web archiving mattered. These sorts of focused collections would define the MINERVA project until around 2005, when it would move beyond elections, events, and Congress (House and Senate content began to be collected in 2003).161

The first pilot consisted of two main initiatives: the in-house collection of a small number of websites to understand “practical issues,” as well a partnership with the Internet Archive to capture “some 150 to 200 web sites on a daily basis.”162 This required decisions on whether the project would approach its pilot from comprehensiveness or selectivity. Refusing to see this as a stark binary, the interim project report noted that “there are strong reasons, both scholarly and economic, for considering bulk and selective collecting as two facets of a single strategy.”163 MINERVA refused to buy into the false dilemma of selectivity versus comprehensiveness.

While the in-house pilot focused only on WhiteHouse.gov as well as the Al Gore and George W. Bush campaign sites, the experience of the team led to reports that laid a foundation for the coming two decades.164 From its inception, MINERVA considered the problem of access (replay versus raw source files; on-site versus remote), sustainability, comprehensiveness or selectivity, and beyond. The September 2001 final report made a case for a flexible model based on collaboration. Both the interim and final reports, written by William Arms, were impactful. As Grotke recalls, “a lot of what we were [later] trying to establish was based on [them].”165

This was an early example of a model that would underpin the Internet Archive’s global role. These partnerships between national libraries and the Internet Archive would see curation done by the former and technical aspects by the latter. The report explained: “As a Silicon Valley insider, the Internet Archive has access to advanced technology and expertise. Web crawling, automatic indexing of web sites, and the techniques of managing massive collections on commodity hardware are well established among the best Internet companies, but have not percolated into the mainstream computer industry. Consequently, the Internet Archive’s costs for collecting and preserving web materials are much lower than the Library’s would be.”166 Such a partnership was mutually beneficial. “The converse of flexibility is instability,” LC21 argued. The Internet Archive was indeed more flexible when it came to its operational latitude. It could quickly hire, adopt new technologies, and in general bring a versatility that a government organization could not. But in a century the Library of Congress or other national libraries had a higher likelihood of still existing than the Internet Archive.

There was, perhaps, a more cynical equation at play too in the relationship between the Library of Congress and the Internet Archive. It was, as Kahle noted, at least somewhat “a relationship where we could do things they couldn’t do, or they didn’t feel that they could do.” He expanded on this: “they had plausible deniability, so if we got shot up then, you know, they wouldn’t get dragged into the lawsuits of whatever, but we [could] also kind of leverage their patina.” Kahle and the Internet Archive could “do things that were a step ahead of where they thought they could be.167

It was a valuable partnership for both parties. Being based in the collections unit, rather than IT, MINERVA relied on the Internet Archive’s technical expertise. It was not without hiccups: the Library of Congress staff struggled with the proprietary nature of the Alexa Internet crawls (Grotke recalls a colleague “digging around and pestering them with questions because she was the first person to ever do a quality review”) as well as problems around missing images and stylesheets given the importance of high-quality fidelity to the library.168 It was only later, as with Australia, when the Internet Archive began doing its own non-Alexa crawls with Heritrix that the Library of Congress could better understand the archiving process.169

Crucially, however, the framing adopted by the MINERVA team broke down the false binary of comprehensiveness versus selectiveness. The final project convincingly demonstrated how the two approaches were complementary. Bulk collection needed to be scoped by a skilled curator or librarian, making the distinction fuzzier. “For example, a librarian might define a category of material by some set of criteria,” the authors noted, adding that the librarian would then “rely on automatic processes to identify the web sites that satisfy those criteria and collect them.”170

The Election 2000 web archive collected by the Internet Archive launched in June 2001: 87 million pages, over a thousand distinct websites, two terabytes in total, released via a special Wayback Machine portal.171 “Election 2000, as It Happened,” declared the Library of Congress’s webpage. The collection’s significance was stressed by Winston Tabb: “This was the first presidential election in which the Web played an important role, and there would have been a gap in the historical record of this period without a collection such as this.”172 The media was wry. “Though no one may care to relive Election 2000,” a columnist wrote in USA Today, “this digital archive . . . offers a ‘Wayback Machine’ to let you see how that tumultuous election season played out online.”173

We can use the Internet Archive’s Wayback Machine to see what the (now defunct) Election 2000 Wayback portal looked like. Sites were organized by political party, news, House, and Senate sites, as well as sites on a variety of topics such as state-level vote trading, encompassing the period between 1 November 2001 and January 2002’s Inauguration Day. As a disputed election, this was a consequential record of a fraught period in American political history. Today, the collection is split across several different web archive collections hosted by the Library of Congress: the general collection, the public policy web archive, and the elections website. This reorganization highlights how digital collections continually change.

The Library of Congress today remains the epitome of a selective web archive, which is notable for a country as large and significant as the United States. Unlike England or France, for example, the Library of Congress does not do comprehensive domain crawling. This is in part because of the library’s unique status (as well as the absence of a defined national domain). While it has many of the de facto powers of the national library, legal deposit—enshrined as “mandatory deposit” under the Copyright Law of the United States—has not been expanded to include websites. Until 2002, MINERVA used a notify process rather than a strict opt-in permissions process. This would have considerable impact during the 11 September 2001 event web archiving efforts.

Yet, by 2002, Library of Congress management ensured that the web archiving program both took these questions seriously and developed a permissions process.174 Indeed, Schneider and Foot—who had collaborated with the Library of Congress around 9/11 collecting and subsequently the 2002 election archive, recalled several issues that sprang up around copyright on the very morning of launching the web archive at a public event (Schneider recalled “there were roadblocks to that event that morning, if I remember correctly”).175 Thinking back on that event, Grotke recalls that “because of the event there was more attention paid to the web archiving program, and a number of discussions around the legal/permissions approach were happening internally, which led to coming up with a plan to ask permission.”176

The Library of Congress continues to collect a large amount of information, and indeed, as a petabyte-scale web archive that collects hundreds of terabytes a year, it is crawling more data than any other national library. Unlike other national libraries, and perhaps because of its historic and expansive mandate—which sees extensive collecting beyond the borders of the United States—it also has a notable international perspective to its collecting.177 Collecting includes government webpages and electoral processes from across the world, including large collections from Africa, Asia, Latin America, and Eastern Europe. Scholars looking to understand elections in countries as varied as Tajikistan, Afghanistan, Brazil, the Philippines, or Bangladesh may look to these curated collections.178

This expansive collection scope is facilitated by the library’s approach. Crucially, the Library of Congress ignores robots.txt and collects material from websites even if a webmaster does not want it to be collected, but as a compromise, such material can then only be viewed in the reading room. Fortunately, here is one area where the occasionally American-centric nature of the Internet Archive’s collection strategy can help: the Internet Archive’s comprehensive approach complements the selective work that happens at the Library of Congress.

As many of the world’s national libraries move toward emphasizing comprehensiveness, there is value in building strong selection capacity. In 2020, on the twentieth anniversary of the LC’s web archiving program, the New York Times argued that the LC demonstrated the value that a small, dedicated team brought to capturing ephemeral sources such as internet culture and memes. Through collaboration with institutions like the American Folklife Center, websites that composed the “Web Cultures collection”—web comics, independent music artists, and the like—are now preserved in perpetuity. The article highlighted some of the issues with not having a comprehensive legal deposit policy: “Megan Halsband, who oversees the Webcomics collection, still mourns the death of Joey Manley in 2013, and with him, the influential sites he published like Serializer and Girlamatic. And she has so far been unable to archive another popular webcomics site, The Oatmeal, because in that case, the cartoonist who runs it has never responded to her emails seeking permission. (The library has an opt-in policy.)”179 Complemented by the Internet Archive—which has (fortunately!) archived the Oatmeal—the digital heritage of the United States will be a well-­documented one.

Much of the recent shift in the Library of Congress was driven by the terrorist attacks of 11 September 2001, which we will return to shortly. The attacks of September 11th, 2001, led to such wide-ranging impacts on American culture, media, society, and politics, that it spurred a reassessment of how digital information should be documented.



Conclusion

Legal deposit, the obligation for publishers to deposit published materials to national libraries, sat uneasily with the broader world of the web, where everybody could be a publisher. The country-specific mandates of national libraries complicated all of this further. A global network sits unevenly with national-level mandates and institutions. As the Canadians noted during their early EPPP pilot, hyperlinks span national borders and do not lend themselves to nice and tidy “publications” that can be neatly cataloged and preserved.

Expanding the concept of legal deposit to the web raises several questions. First, scale. Just how many websites are published in a country, for example? And how to find them, especially those published outside of a given-country-level, top-­level domain (the ones on .com or .nu, as the Swedish discovered, not just .se). Second, questions of capacity, or an understanding of the required storage and technical infrastructure. Third, copyright and ethics are key. Unlike a publisher requesting an ISBN, a website’s author might be a 12-year-old publishing a website about a board game. Comprehensive crawls by national libraries, however, have the advantage of being stewarded by long-standing government institutions. Even if concerns around the long-term sustainability of the Internet Archive are occasionally overwrought, the long-term prospects of the British Library or the Library of Congress existing are excellent.180 With legal deposit often came the switch toward comprehensiveness, something that many national libraries saw as impossible without the legal foundation.

The United Kingdom’s British Library presents a good example of this shift. While the British Library is today a significant global web archiving leader, it emerged on the scene later than the Canadians, Swedes, Australians, and Americans. The British Library’s original web archive, started in 2005, was a selective one. While in 2003, the United Kingdom expanded legal deposit to include websites, this legislation still required authors to opt in to collection. As one can imagine, while many webmasters were fine with their sites being archived, many more were dubious or they saw invitations as spam. Between 2005 and 2013, the British Library created a curated collection of websites, which—thanks to the permissions process—can also be made openly accessible for research. In 2013, legal deposit legislation was changed to allow the widespread crawling of the British web without needing individual consent. The British Library then began to harvest all websites published in the United Kingdom, from blogs, homepages, activist social media streams, large corporate websites. It could also ignore robots.txt and thus steward this material for generations.181 However, the collection now had additional regulations, notably around access (onsite only) and limits on simultaneous access to crawled resources. Today, the British Library’s web archiving team combines curatorial expertise with technical ability and leadership. Large annual comprehensive crawls are complemented by selective harvesting, further illustrating the importance of moving beyond the false dilemma of selectivity or comprehension.

Other national libraries would follow. The Bibliothèque nationale de France gained web legal deposit powers in 2006, subsequently strengthened and clarified five years later. Iceland did as well in 2003, followed by Denmark in 2004. Over the past two decades countries as varied as Austria, Croatia, Estonia, Finland, Germany, Portugal, New Zealand, Norway, Spain, and Slovenia have all either enacted new legislation or worked within existing frameworks to ensure the comprehensive collection of web content in their domains.182

Between 1996 and the early 2000s, web archiving grew from a niche concern for a small handful of national libraries to a core concern for a global network of libraries. This was best seen in the July 2003 founding of the International Internet Preservation Consortium. The IIPC brought twelve libraries (Australia, Canada, Denmark, Finland, France, Iceland, Italy, Norway, Sweden, United Kingdom, United States, and the Internet Archive) together to “work on developing standards, tools and policies to help acquire, preserve, and make accessible knowledge and information from the Internet for future generations everywhere, promoting global exchange and international relations.”183 Its three goals were to “enable the collection of a rich body of Internet content” to be preserved; to foster development and use of common tools and standards, and crucially, to encourage “national libraries everywhere” to take up the cause.184 While individual activities wax and wane, the existence of such an international forum illustrates that web archiving is a basic and fundamental function of a modern national library.

In 1994, when the Canadians started a small pilot project to harvest web-based electronic journals, few foresaw how dramatically the library landscape would evolve over the coming decade. The Internet Archive was but a glimmer in Kahle’s mind when those first Canadian websites were preserved. A process had started, which would see debate over how national libraries could sustainably steward their nation’s digital cultural heritage. While the Swedes would adopt a different approach, the debates, discussions, and archives that took shape over the coming years would both preserve culture and help memory institutions learn how to do so.

All of this activity, too, laid the foundation for the ability to document rapidly evolving events. Web archives were used to deal with scheduled events, such as elections or sporting events. But how quickly could they adapt to a changing world? During the terrorist attacks of 11 September 2001, and the tumultuous global aftermath of the day’s carnage, many institutions would face the epitome of a rapidly evolving event.






CHAPTER FIVE



Archiving Disaster

The Case of 11 September 2001



The terrorist attacks of II September 2001 against the United States were among the first major disasters of the web age. History seemed to be made in the minutes, weeks, and months after the first plane hit the World Trade Center’s North Tower that morning. As phone networks failed, many turned to the web and email to ask about the safety and security of friends, family, and colleagues. Office workers, working in cubicles and offices away from television, tried to make sense of the day on quickly failing online news sites.

It was quickly clear that the events of that day would dramatically change both global politics and the lives of many around the world. Within hours of the attacks, archivists and librarians were capturing webpages, television feeds, voice mail messages, and email messages. Within weeks, new and emerging forms of memory websites were created, allowing anybody to record reactions, thoughts, and details about how their lives had been transformed. A web portal was launched a month later, providing immediate and indexed access to the archived web.

This all happened quickly. Just six years earlier, the specter of a digital dark age had haunted those worried about the future of our collective cultural heritage. By 2001, the situation had changed. The Internet Archive was then over five years old. The Library of Congress’s web archive had just celebrated its second anniversary. All of that infrastructure, put in place to record either long-foreseen elections or the everyday evolution of web culture, suddenly needed to preserve the very specific and ephemeral online experiences of how people understood and responded to the attacks. The Digital Dark Age of 11 September 2001 would be measured not in months but rather the hours that elapsed between event and the beginning of active preservation.

The attacks vividly demonstrate how the digital dark age was, in broad strokes, averted. If before 1996, observers were anxious and worried about the short life span of webpages, the challenges of II September 2001 vividly demonstrated how memory institutions could effectively respond. Without the infrastructure, expertise, and web archiving programs that had been set up over the previous five years, the record of the attacks would have been radically circumscribed. It was clear in the day’s aftermath that the cultural record was now increasingly mediated through the web. Collecting this material would be just as critical as accumulating the print record. Few questioned this, underscoring the generally accepted importance of digital preservation.

Through this monumental collecting effort, web archiving and grassroots digital collection came of age. The scale and speed of the collecting effort would lead to dramatic challenges, met primarily through considerable investment. The heritage sector rose to the challenge before it. There would be no digital dark age of the attacks.



The 11 September 2001 Attacks and the World Wide Web

At 8:46 A.M. Eastern Time, American Airlines Flight 11 was flown into the World Trade Center’s North Tower in New York City. That was the first disaster of many that day, part of terrorist network Al Qaeda’s coordinated series of terrorist attacks against the United States. Three minutes later, CNN cut from commercials to a live shot of the burning tower. Viewers who were watching live soon saw United Airlines Flight 175 crash into the South Tower at 9:03 A.M. “This looks like it is some sort of concerted effort to attack the World Trade Center that is underway in downtown New York,” remarked the alarmed anchor on ABC. At 9:41 A.M., reports of another flight, later confirmed to be American Airlines Flight 77, crashing into the Pentagon in Washington, DC, began to break across television networks. The South Tower collapsed at 9:59 A.M., the North Tower at 10:28 A.M., and it was clear that the casualty count would be in the thousands (coverage over the first few days worried that it might be an order of magnitude higher). United Airlines Flight 93, where passengers fought back against the hijackers and a struggle ensued, crashed at 10:03 A.M. Live coverage from that crash site in Shanksville, Pennsylvania, would not appear until 12:42 p.m.1 Much of the world ground to a halt as the significance of what was happening became clear.

Word quickly spread. In the United States, 44% of Americans learned about the attacks from a television (either live or as they woke up), 22% from radio, and 31% from other people (as researchers noted, this was “possibly because the attacks took place during a time of day when many people [on the east coast] were just congregating at their workplaces and probably because of the magnitude of the news.”2

Many Americans turned to their televisions as the main way to follow the unfolding events of the day. Office workers who remained at desks without ready access to television used the web to follow the news. The allure of television was clear. Evocative visuals were being broadcast from New York and Washington, in a way that eclipsed the limited streaming capacity of news websites (even before web loads began to crash the sites). As Pew Research noted, “even the most wired Americans were wedded to the television and the telephone after the attacks.” Some 79% of Americans (80% of heavy internet users) considered the television to be their main source of information. Conversely, only 2% of all Americans, and 6% of heavy internet users, considered the internet to be their main source of the day.3 Television filled immediate news needs. Across the world, wall-to-wall coverage on television provided running commentary. Coverage was often panicked and confusing, given the sheer amount of information and events that seemed to be happening all at once. During these confused hours, the web did not play a central role in how people initially understood the attacks.

This was compounded by web service failures. Despite its Cold War origins and distributed nature, the internet did not seem terribly robust to the average web user that morning. That said, the main backbone that supported the internet remained operational and proved to be resilient. This was significant given the disruption of crucial physical internet infrastructure in lower Manhattan: the collapse of World Trade Center 7 later in the day caused severe damage to the Verizon Building, including its underground telecommunications vaults and critical internet connections. As New York City was a global internet “supernode,” this led to a limited amount of global degradation. For example, a considerable amount of intra-Europe and intra-Africa traffic routed through New York City. This meant that networks in Italy, Germany, Romania, and South Africa were all affected. Ironically, some overseas users were more affected than those a few miles uptown in New York City.4

Servers hosting news media sites began to fail under the surge of users.5 Major websites, such as CNN.com, NewYorkTimes.com, and Yahoo! news, were effectively unusable for several hours after the attacks. This was an issue of too much demand. Upon learning of the second plane impact, CNN’s web director “stood up in his cubicle and shouted to other staff members to take steps (such as bringing extra servers online) to prepare for an increased demand for news. By the time he sat down, that spike had already arrived.”6 Nothing could be done on such short notice to make even a well-resourced site like CNN available to such an onslaught. Writing the next day in the Detroit Free Press, a technology columnist lamented that the “Internet failed miserably in the hours immediately following yesterday’s terrorist attacks.”7 As main news sites crashed, many flocked to other sites—including unofficial New York City Fire Department websites or police scanner feeds—until those also collapsed. Users were like a flood, seeking information and bringing down websites as they arrived en masse. Record user numbers were reached throughout the day, which does not even include the many more people who could not reach the sites at all and stopped trying. CNN.com saw 162 million pageviews throughout the day of the attacks, for example, compared to a normal 14 million.8 As part of the response, news organizations radically altered websites: stripping away advertisements, images, and superfluous content. CNN shrank its homepage from 255 KB to 20 KB, whereas CBS hosted only one story and one photograph.9

Other web sites were able to meet the demand for information, however. Technology website Slashdot, a place where users would submit a link to a news story with commentary to foster online discussion, provided short, succinct updates on the unfolding events. This happened elsewhere too as many high-capacity technology sites made sure that their readers, both regular and novel, could understand what was happening. That said, as Lawrence Lessig recalled of the events of that day and its immediate aftermath, the provision of news on the web had a distinct flavor: users “constructed photo pages that captured images from around the world and presented them as slide shows with text. Some offered open letters. There was anger and frustration. There were attempts to provide context. There was, in short, an extraordinarily worldwide barn raising.” As he put it, there “was ABC and CBS, but there was also the Internet.”10 The web would play a significant role during that day, and in doing so would showcase its ability to connect users not just with information but with each other.

Where the web thrived was not in the transmission of information from news sites but in the facilitation of communications between people. Worried users wanted to check in on loved ones and make sense of the unfolding attacks. Telephone networks were overloaded in New York City, Washington, DC, and to some degree in Boston (when it became clear that two hijacked planes had departed from there). The volume of calls led to difficulties in calling in or out of the cities, particularly New York. At the attack’s peak, 92% of cellphone calls failed in New York and 56% in Washington.11 Approximately a third of Americans encountered difficulty using a phone at some point on that day. This was an unprecedented network collapse.12

With phones failing, many turned to the internet to connect with friends and family. As Tom Scheinfeldt, who I will introduce shortly as director of a major digital archive of the attacks, noted that “in the past, when people reacted to these kinds of events, they went to the local bar or got on the telephone. But the telephone system went down and people were reacting from their desks.”13 Here the internet’s resiliency and redundancy carried the day. As the National Research Council of the National Academies noted in its retrospective on the internet’s technical performance that day:


First, the Internet degrades under load more gracefully than does the voice network. If sufficient capacity is not available, the cell-phone network will not permit new calls to be set up. In contrast, the Internet makes use of mechanisms that continue to accept new messages but reduce transmission rates when the network is congested. Also, by virtue of their flexible design, Internet-style communications lend themselves to human actions that reduce the load—whether by substituting a brief text message for a data-intensive voice call or removing data-intensive graphics from a Web page (as CNN did in the face of high loads).14



If the internet did not fully meet the needs of information seekers, it certainly facilitated communication.

For many people, this included sending an email to a loved one making sure they were okay or mailing their contacts to let them know they had not been a victim of the attacks. In the days that followed, over 100 million Americans sent or received “messages of emotional support, messages of concern for others, or questions about victims of the attacks,” according to a UCLA study.15 As internet scholar Jeffrey Cole noted, “Sept. 11 was the first major national crisis since the beginning of the Internet and e-mail . . . in the aftermath of the attacks, e-mail had a profound influence on how Americans communicate.”16 Yahoo! and America Online saw “above average” use of their instant messaging systems, and dedicated listservs quickly appeared for people to discuss the attacks even as they were unfolding, including Sept11info and WTCattack.17 Writing the day after the attacks in the Washington Post, reporter Joel Garreau wrote of the “shaken global village,” noting that even if the news sites failed, “when it came to many-to-many connections, the Internet showed what it was made of . . . it morphed and evolved to meet its users’ needs. Suddenly, it was a lifeline for loved ones and a public forum for those who needed a place to yell their cries for vengeance or simply wanted answers.”18

Specialized services quickly emerged to overcome communication shortfalls. Prodigy launched an “I’m Okay Message Center” at okay.prodigy.net on the afternoon of the attacks. Users could add their names to a national “I’m Okay” list or search for people via region (New York, Washington, Pennsylvania) and the first letter of their last name. There were several of these overlapping services, testament to widespread anxiety and loss. Within three days, a site run at Berkeley pulled data from the other leading safety check-in services and aggregated over 30,000 check ins.19 Across the internet, websites responded to the attacks by providing links for blood drives and charities, as well as showing patriotic support by embedding American flags on their websites. Many of these efforts would last for months.20 As websites changed, so did user behavior.

In the following weeks and months, the internet and web were used in new ways. The inclination of some users to repeatedly refresh news sites and to send instant messages to friends and family to make sure they were okay led to lasting behavioral changes. In the week after the attacks, 42% of internet users went online to read the news. Network loads soon stabilized and websites returned online.21 Surveying Americans a year later, Pew Research noted that some 19 million users had connected with “family members, friends, former colleagues and others that they had not contacted in years,” with 83% of them continuing to keep in touch.22 Overall, citing the terrorist attacks as the major reason for their changed behavior, over the year that followed two million more Americans (15%) used email, 10 million more Americans (43%) got news online, 4 million more (32%) used government webpages, and 1.5 million more (72%) made online donations, amongst other behavioral changes (Americans were increasingly online anyway, meaning it is important to balance this broader context).23

In sum, the web and internet played a key role in the 11 September attacks. People used the networks in varied ways, from how people learned about the attacks to how they formed their thoughts and opinions, to how they connected with each other to discuss, and how they ensured that friends and family were safe. The online experience is important to histories of the attacks, of the internet, and of our collective response to the tragedy. How would memory institutions respond to capture and preserve this rich and important record?



“Whatever It Takes, Whatever It Costs, Do It”: Archiving the Attacks

The attacks were chaotic for everybody. In Washington, DC, the Library of Congress’s main campus was evacuated alongside much of the US federal government. Around the world, institutions including the Internet Archive as well as other web archives (for example, the first crawl of CNN.com archived at the Internet Archive that day comes from a donated collection from the French Institut national de l’audiovisuel) dramatically accelerated their crawls of relevant sites.24 CNN, for example, was being harvested once every two or three weeks on average before the attacks. Starting at 4 p.m. Eastern Standard Time, CNN’s website was harvested 45 more times before the day’s end. It was collected an additional 136 times on 12 September alone. The same is true for the New York Times website, as seen in figure 5.1. Such rapid moves ensured that rich documentation of the attacks was collected.25

[image: ]
Figure 5.1 Crawl frequency of Nytimes.com. Data from Internet Archive, Wayback Machine, https://web.archive.org/web/20010801000000*/https://www.nytimes.com.


In the day or two following the attacks, curators began to collect material. This was an exception to usual practice, which was to wait for “significant time and distance.”26 As it was then known, digital information was vulnerable. The rapidly growing online reaction to the attacks could prove to be ephemeral as Americans recovered from their initial shock. Enter the Library of Congress.

On the morning of 12 September, Library of Congress staff woke up, returned to downtown Washington, DC, and set to documenting the unfolding events. Cassy Ammen, a MINERVA team member, recalled that the Library of Congress’s response quickly took shape: “When we returned to work on Wednesday, I received a call from Diane Kresh, then Director of Public Services Collections, with instructions to start archiving immediately. ‘Whatever it takes, whatever it costs, do it,’ she said.”27 Abbie Grotke remembers the collective memory within the Library of Congress as “we were all like, woah, we got to do this.”28

MINERVA drew on existing connections with the Internet Archive and the site WebArchivist.org. The three organizations were collaborating in planning for collecting the 2002 American federal election.29 WebArchivist.org was codirected by two researchers: University of Washington communications professor Kirsten A. Foot and State University of New York Institute of Technology professor Steven M. Schneider. This would be a fortuitous partnership.

Schneider and Foot had created their own archive of the 2000 election to understand the internet’s impact on it (“we were social researchers, not archivists,” recalled Foot). In 2001, the two researchers learned that the Library of Congress had begun its web archiving pilot, and they pitched a proposal to collaborate with it for the 2002 election.30 The Library of Congress was interested, and preparations began. In the run-up to the election, as part of this partnership, WebArchivist.org received additional funding from Pew Research Center’s Internet & American Life Project. Alongside Pew and the Library of Congress, WebArchivist.org would carry out a project to archive K–12 school board sites as a “proof of concept and actually give us the chance to build out the [WebArchivist.org] interface before we got into the election.”31 That pilot began the first week of September 2001, inadvertently laying the foundation for the 11 September crawling to come. The school board project would soon be forgotten.

The school project, however, laid the groundwork to swing into action only two days after the attacks. The group began their work on 13 September. As Foot recalls: “That’s why we’re able to jump on it, because we’ve done all that pre-work for months to set up a project that was long term in vision because it’s going to be about the 2000 election . . . [We’d planned] just a completely noncontroversial school digitization thing to make sure that everything works and that we write the code that we need to write to do what we really want to do . . . And that’s what made that 9/11 archive possible in that regard.”32 The Library of Congress and WebArchivist.org would work together to select sites for crawling, while the Internet Archive collected the data itself. This collaboration made for a unique web archiving workflow as the time pressures and scale to be collected were significant.

Recommending officers from across the Library of Congress submitted sites from their subject domains to the web archiving team. This was a monumental task, involving colleagues across the entire library. As Grotke recalled: “Cassy [Ammen] was coordinating the internal efforts to identify [sites]. So she basically put out a call to every subject expert in the library . . . and it was very much like sending your URLs to Cassy, and then she was getting them in the crawl.”33 WebArchivist.org also crowdsourced user submissions on its webpage. The depth of experience and skill meant that the group scoped a significant collection. The Library of Congress would focus on “sites that spontaneously appeared as immediate reactions to the events—sites that were not easily found by search engines (too new to be indexed) but that were being shared in emails, linked from other sites, or in news articles at that time.”34 Ammen read the newspaper every evening for ideas on which sites to collect, which was then given to colleagues to find the exact URL to pass to the Internet Archive.35 This labor paid off in the shape of an exhaustive number of nominated sites. Somewhere around 30,000 seeds were found. Between September and December, a subset of between 1,500 and 2,000 sites were collected.36 Each site was assigned a subject term so that usable metadata could be assigned for cataloging.37

While the Library of Congress’s earlier web archive had been a selective one, the 11 September archive aimed to document the experiences not only of Americans but also those around the world. It was a comprehensive approach to collecting, a significant collection strategy pivot. As Kresh wrote a year later, “the Library wanted everything—American and international reactions to the events of September 11, responses from the U.S. government and the military, as well as the responses of religious, ethnic, mental health and educational communities.”38 Project members crawled listservs and newsgroups. As with the earlier MINERVA project, harvested websites were notified. Sites that were included occasionally noted that their selection was an external endorsement of their significance. The Anti-Defamation League, for example, put out a press release explaining how honored it was that its “online response to Sept. 11 will become part of the national historic record.”39 Foot noted that the collection “really tried to capture how so many different kinds of organizations and entities and individuals were making use of the web as a structure for action.”40 As noted earlier, it would not be until 2002 that the Library of Congress moved to a stricter permissions-­based process.41

WebArchivist.org reached out to the public to find more websites to collect. As part of its process of generating seed lists for the Internet Archive, WebArchivist.org built an “Archive This” button that could be incorporated into a web browser. “That tool sent an email to me,” Schneider noted, “and generated a file and we sent the URL to the Library of Congress, and over time, we built the workflow to send URLs to the Internet Archive and they picked them up. And that’s what spawned the archive.”42 It was through this approach that many “personal memorial sites,” were archived, as well as discussion boards. This led to a different collection than what would have been found through the algorithmically driven crawlers. As Foot recalled: “Because what we are doing is a more proactive thing than what the Internet Archive had done all that time. [It] had just been following its browser paths and, you know, capturing whatever its spiders had touched. We were saying you got to go proactively and look specifically for these kinds of actors, these kinds of content, and then go from there.”43 Given the broad impact of the attacks, and the ephemeral nature of many of the sites, this was a fortuitous and forward-thinking decision.

WebArchivist.org’s ever-evolving homepage throughout September 2001 and beyond lets us understand the collection’s ever-evolving scope. By 17 September 2001, WebArchivist.org asked users to set up the “Archive This” bookmark in their web browser that would let them submit sites, or for more advanced users, they could also use an application called “NoteThis” to directly provide metadata.44 While all content related to the attacks would be accepted, WebArchivist.org was “especially interested in finding sites by individuals—that record their feelings, experiences or opinions,” as well as non-American ones.45 Profiled in the Chronicle of Higher Education on 18 September 2001, Schneider stressed that “new things emerge so quickly that you have to archive it as it’s being created or you simply lose it.”46 This close collaboration, involving crowdsourcing, traditional collecting, and technical collaboration, would quickly see a public portal established.

On 11 October 2001, september11.archive.org launched with over half a million accessible pages, all “related to the terrorist attacks and the United States reprisals, ranging from daily news reports to personal memorials.”47 It is worth underscoring how quickly that the site appeared: only a month after the attacks. Looking back, Schneider recalled all the work that went into getting the site live in such a short amount of time: “That was all Brewster Kahle. And his belief was like, ‘we’ve got to go live!’ ” Conversely, Schneider recalled, the Library of Congress was far more hesitant.48 Kahle explained that this was due to his worries that the “the collection will have holes in it . . . One of the reasons to get it out there quickly is so people can say, ‘You’re missing this.’ ”49 Preservation and access were connected.

Drawing on the websites crawled by Internet Archive, as selected by WebArchivist.org and the Library of Congress, september11.archive.org allowed visitors to quickly navigate the vast array of half a million webpages, spread over some 40,000 sites. Metadata was written by Library of Congress experts. Pages were indexed, allowing for searching by date, keyword, URL, or webpage title. Some prominent sites received a subject heading, which allowed various pathways of exploration such as searching sites in terms of where Americans “advocated” (activism), “aided” (charities and donations), or sought information. Users could also explore government websites and businesses. A 13 October 2001 site screenshot is in figure 5.2.

As time went on, the september11.archive.org page evolved. By 2005, it encouraged visitors to instead visit the MINERVA collection at the Library of Congress. Then some 2,300 sites had been fully processed and cataloged by the Library of Congress. There, MINERVA staff described their collection as preserving the “expressions of individuals, groups, the press and institutions in the United States and from around the world in the aftermath of the attacks in the United States on September 11, 2001.”50 With the later reorganization of the Library of Congress’s web archive, the collection continues to exist, with some 2,200 websites accessible for replay and search. It vividly demonstrates the labor that goes into the creation of robust cataloging metadata.
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Figure 5.2 The September 11 portal hosted by WebArchivist.org on 13 October 2001. Missing images are an artifact of the Internet Archiveʼs collection process. Courtesy of Internet Archive


For the Library of Congress, the response to the 11 September 2001 attacks was a watershed moment. The web archiving program was forever transformed. As Grotke recalls, the attacks were significant for the program: “We were a pilot thing and then 9/11 hit and we became a program . . . It legitimized what we were doing.”51 Thanks to the connections that the Library of Congress had with the Internet Archive and WebArchivist.org, it also set a precedent for collaboration. “9/11 was unique, and the Internet Archive could just start crawling,” Grotke noted. “And I used to talk about the phone tree of urgent events. These events would come up, and we’d reach out to other web archiving colleagues and ask, are you crawling? Should we start crawling? Can we help in any way? . . . We [the Library of Congress] weren’t ever good at crawling fast. But we had subject experts that could select stuff really well.”52

Foot recalled the impact that WebArchivist.org and its collaboration had on the Library of Congress. She noted a conversation with a librarian there who acknowledged that before the collaboration the library’s approach had been different: “Library of Congress had viewed web collections as like, ‘here’s a shoebox, put all of the stuff in the shoebox, and catalog the shoebox.’ And we said as scholars, for anybody who’s ever going to make sense of this, there has to be an accession record in library speak or metadata in academic speak about every element in that shoebox. And they have to be put in relationship to each other. And that was a paradigm shift for the library.”53 Indeed, the granularity of metadata helps scholars and others access web archives, rather than very broad notes at the collection (“shoebox”) level. Usable collections require granular metadata, which requires considerable and concerted efforts.54

Web collecting would not be enough. The broad nature of the 11 September 2001 attacks necessitated the collecting of other forms of born-digital content: from email to web-based video games to digital voice recordings of people. In chapter 3, we saw how the Internet Archive had begun to expand into the world of a universal library: thinking beyond web pages to other forms of digitized content. The 11 September 2001 attacks would have similar broad impact on the heritage community.


The Universal Library Redux: The September 11 Digital Archive

A vibrant response to documenting the digital heritage of the attacks came from historians at George Mason University’s Center for History and New Media (CHNM) and its partners at the American Social History Project / Center for Media and Learning (ASHP) at the City University of New York (CUNY) Graduate Center.

The roots of this response stemmed from another project. CHNM had just launched an innovative memory project: ECHO, Exploring and Collecting History Online. It had done so with a $720,000 grant from the New York City–based Alfred P. Sloan Foundation. Jesse Ausubel, a Sloan Program officer, had been funding projects around “digital collecting and thinking about the Internet as a medium for something that looks like oral history.”55 ECHO had the goal of recording the “the ever-expanding, ever-accelerating history of recent science and technology using a contemporary technology well suited to such a daunting yet critical task: the Internet.” This project would do so through a combination of annotating web resources, helping historians of science and technology build their own websites to showcase material, and crucially, to let scientists and others in the STEM fields fill out forms to record their experiences in ECHO’s “memory bank.”56 The site aimed to record memories on topics as varied as first memories of automobiles, planes, and television to the moon landing or vaccine experiments. ECHO aimed to create a comprehensive record of twentieth-century scientific life. The Memory Bank approach would become pertinent in the wake of the 11 September attacks, and the approach used to capture memories of the attacks.

For public historians realized that effort would be needed to preserve and document the attacks, complementing the Internet Archive and Library of Congress’s work. Much of this record was digital. This included voicemails left from people trapped in the towers, leaving tearful goodbyes to their families and friends; email conversations between people on listservs, trying to make sense of the event, or to ensure each other’s safety; to the sheer volume of flyers, photographs, and shrines placed around New York City. To many in the memory community, all these things—or at least much of them—needed to be documented, preserved, and cataloged.

On 4 October 2001, the Museum of the City of New York hosted “The Role of the History Museum in a Time of Crisis.” Seventy public historians from thirty institutions came together. Attendees discussed both what should be collected as well as how to do it.57 James B. Gardner of History Associations, who had co-organized Documenting the Digital Age, helped to organize this event. Out of the meeting emerged 911history.net, a hub for institutions to help coordinate “historians, museums, archives, and other collecting institutions” as they preserved and interpreted the attacks.58 It was the follow-through missing from earlier events.

In November 2001, the Sloan Foundation approached CHNM as well as the ASHP. Sloan asked them if they could together create a “digital memory” bank of the 11 September attacks, similar to ECHO. As Stephen Brier, a CUNY historian and ASHP director, recalled, Sloan was concerned that “without a coherent and deliberate plan to capture digital materials related to the 9/11 attacks such materials would be lost.” They were, to Brier, “especially focused early on in wanting to assure the preservation of stories of individuals who had personally experienced the events of 9/11.”59 CHNM would do most of the back-end database work as well as host the server, while ASHP would be responsible for the front end. Outreach was also divided. ASHP would do focused community-based outreach, especially in and around New York City, while CHNM would carry out broad outreach across the internet and local outreach in the Washington, DC, area.60

In early March 2002 the project secured funding. The two organizations received $700,000 to support the “September 11 Digital Archive project.” Historian Tom Scheinfeldt was hired as a postdoc to be CHNM project lead. George Mason University’s provost, Peter Stearns, a historian and editor of the Journal of Social History, underscored the project’s significance. While he spoke clearly as both a historian and administrator, this was a vote of confidence in the value of preserving ephemeral information—something that had been largely unremarked upon by historians only half a decade previously. “There is a tremendous risk that a substantial amount of this information will be lost,” Stearns noted, adding that even “after the passage of only a few months, the amount of social and cultural information we’ve lost is significant—not just the emotions and experiences of that day, but those beyond the specific tragedy itself.”61 Social history would form the project’s intellectual foundation. As Scheinfeldt later explained, most “historical accounts of major events . . . are written using government documents and official accounts. Relatively few have many first-hand, grass-roots versions of the events.”62 This would be a test of a new kind of record, complementing the work being done by the Internet Archive, Library of Congress, and WebArchivist.org.

The September 11 Digital Archive soft launched in December 2001, even before securing funding, with initial content seeded by the project team. This was followed by an official launch on 11 March 2002, the attacks’ six-month anniversary.63 As early as mid-January, the site encouraged users to tell their stories. An early feature story was that of the “Hashers,” a group of runners who “mark[ed] their routes with a trail of flour (while drinking heavily),” and who thus (perhaps understandably!) ran into trouble after the post–11 September Anthrax poisoning crisis.64 The site also featured a growing collection of emails, setting the stage to encourage others to deposit their digital records as well. By mid-2002, the Digital Archive received its first major accession: the sept11info mailing list. That list had been established on the late morning of 11 September for people to share their stories, experiences, and questions on the day and weeks that followed. Some 3,536 messages by over 1,100 distinct users were donated.65

The September 11 Digital Archive had a broad mandate from its inception. When users went to tell their story, a form asked them to “tell us about what you did, saw, or heard on September 11th. Feel free to write as much or as little as you like. After submitting your contribution you will receive a confirming email that will include a copy of your story for your records.” Users needed only to provide their state and city, their story, a name, and email address, and to indicate whether the story could be publicly shared. Optional fields included zip code, age, gender, race, and occupation.66 There was also an image uploader that would later be creatively used by submitters.

Many of the contributions would involve what scholar Courtney Rivard has termed “indirect experiences.”67 These were stories of people watching the attacks on television, blogging about it in the days that followed, or recounting where they were on the day itself. In this, the memory bank approach was similar to other platforms such as wherewereyou.org which asked users to explore “Where Were You When America Was Attacked?”68 Garnering submissions required active encouragement, including posting on message boards, exchanging links with memorial sites, and pursuing broader partnerships. This was complemented by the most effective strategy: spreading the word through traditional media. As Scheinfeldt recalled, “that kind of outreach was probably the most important thing still at the time.”69

As Rivard has argued, these indirect contributions “reveal the ways in which September 11th was positioned as national tragedy where those indirectly involved were nonetheless interpellated to feel a part of the tragedy by directly identifying with the ‘Americanness’ of the victims.”70 Direct experiences were certainly in the archive, but the majority of the September 11 Digital Library consisted of indirect experiences. In the wake of the exhaustive interviews that would later be carried out by the 9/11 Commission, which focused on direct witness testimony, these indirect contributions help make the site unique and special. It is a social historian’s dream. Reflecting on this, Scheinfeldt told me that he saw this as one of the enduring impacts of the archive: “the experience of sharing information by email and seeing information online and reading information online, ultimately contributing information online [to the archive], kind of reinforced 9/11 as an event in social history as much as it was in political history.”71

Users themselves pushed at the constraints of the site. Scheinfeldt recalls being surprised at the “unexpected diversity of materials” received. Part of this was due to the back end allowing people to upload things other than images via the image uploader:


We had three [database] tables. We had one for images, we had one for emails, and we had one for stories . . . And it turned out that people started using that image upload function to upload all kinds of things that weren’t images. You know, in some ways it was kind of a happy accident that we were amateurish enough not to restrict the upload by file type on the back end. Because otherwise people would have gotten error messages and we wouldn’t have gotten all this stuff. So, people were there, uploading flash movies. They were uploading Microsoft Word documents. They were uploading PDFs, all kinds of PSD files . . . Really, anything you could create on a PC circa 2000 we ended up collecting.72



Within this diversity of experiences were a mixture of direct and indirect experiences, helping construct an expansive historical record. From Flash games to personal stories, this was a massive body of stewarded cultural information.

Questions of authenticity and copyright loomed over the collection. Major organizations saw their own efforts falter on these problems, due to policy issues as well as overall institutional risk averseness. The September 11 Digital Archive, as a smaller grant-funded project, could move forward where other organizations would have hesitated. This was reminiscent of the way the Internet Archive operated. With protection under the takedown provision of the Digital Millennium Copyright Act, the archive primarily relied on contributor self-declarations. “For the most part, we weren’t too worried about it,” noted Scheinfeldt, rather they “were more concerned with the urgency of the moment and collecting what we could while we could. And we thought we would deal with issues of copyright and authenticity later.”73 This echoed similar decisions taken by the Swedish National Library and the Internet Archive—an awareness that the ephemerality of digital content required quick action. Thorny issues could be sorted out later.

The September 11 Digital Archive rapidly grew, thanks to donations such as the sept11info listserv as well as thousands of individual ones. By September 2002, archiving efforts received renewed public attention. A year since the attacks, the Archive had over 10,000 items, had annotated and assigned metadata to 5,000, and was looking forward to accessioning another 25,000. The growth of content, as well as high-profile media attention from venues such as CNN, flooded the site with visitors.74 This attention also meant that the page soon appeared on the first page of search engine results for the term “9/11.”75 Success begat success. Reflecting on this, Scheinfeldt recalled the server load in the wake of the CNN interview and other outreach events around the first anniversary of the attacks. The server was stored in a closet at CHNM. Scheinfeldt remembers some 800 simultaneous connections taxing the server’s cooling ability. His colleague Dan Cohen joined him in springing into action as the server overheated. They were “standing there with manila file folders, fanning the server to make sure it didn’t overheat!”76

The Digital Archive partnered with the Smithsonian’s National Museum of American History. The Smithsonian’s exhibit, “Bearing Witness to History,” opened on the first anniversary of the attacks. The exhibit was framed around fifty physical objects starkly displayed on tables without cases or interpretation. “The intent was to give visitors an intimate experience,” explained the museum’s website, “that will help make this historic day more real in their memories and stimulate them to reflect on its significance.”77 The museum sought to add more stories to complement the displayed narratives: visitors were encouraged to write or speak about memories, subsequently to be added to the September 11 Digital Archive.78

Both the Library of Congress and the National Museum of American History also relied upon a partnership with the Digital Archive to gather web users’ thoughts on the attacks. As with the web archive, this was necessary as the institutions struggled with problems of authenticity, provenance, and copyright. The solution: “What they did instead was they offloaded it to us. In both cases, what we did was we basically reskinned our collecting portal in the style of either the Smithsonian or the Library of Congress website and linked to it from their website . . . I mean, there was a notice saying, you know, you’re leaving the Smithsonian, but the interface was consistent . . . We were building an online collecting portal for these institutions without them having any actual ownership or control of the materials.”79 Submissions coming through the institution-specific portals were tagged with the institution, meaning that the portals provided access only to the items collected by them. Yet everything was added to the main digital archive as well.

It is worth underscoring the flexibility of the September 11 Digital Archive project, especially when compared to traditional heritage organizations. Scheinfeldt was self-deprecating in our interview—“we were just a bunch of basically grad students who could kind of ignore” dimensions of collecting policies, copyright, authenticity, and procedures—but the relationship was broadly similar to that of the Internet Archive vis-à-vis the Library of Congress.80 Without this flexibility toward collections policy and finding material on the web, ephemeral content and memories of that day would have been lost. It was not coincidence that one of the project’s mantras was “perfect is the enemy of the good.”81

The open collection policy meant that the digital record contained a diversity of political responses to the attacks. These ranged from mainstream to fringe, from unifying to racist. In the case of the digital archive, each submission was reviewed by a graduate student. In general, the project took a “light touch” and rarely censored submissions.82 Ultimately, the site would contain material across the political spectrum from pro- to anti-Americanism.

All this content serves as an important counterbalance to official narratives. The official history was and is naturally politicized. The National Museum of American History became the “official” museum of the attacks. Congress passed a law to “collect and preserve in the National Museum of American History artifacts relating to the September 11th attacks of the World Trade Center and the Pentagon,” the first official direction from Congress to the Smithsonian’s collection in the museum’s history.83 While operational direction was left to the museum, the memory of the previous Enola Gay controversy—which had highlighted the impact of nuclear weapons on the citizens of Japan rather than uncritically celebrating the aircrew—would lead, as Rivard has convincingly argued, “to a collection that effectively functions as a national memorial.”84

The same could not be said for the September 11 Digital Archive. While the Digital Archive serves a memorial role with narratives of loss, trauma, and redemption, it also contains counternarratives. These include revenge fantasies as well as anti-Americanism and xenophobia, both of which would be out of place in a solemn official history. Yet these are important components of the American public response to the 11 September attacks.

Rivard has discussed the “Collected Digital Animations and Creations” section of the Digital Archive in her work, noting that racism, sexual violence fantasies, and other “spectacular and horrific images of sexualized violence,” represent “one of the few, if not the only, places that the digital ‘mechanics of war’ are actually preserved.” Animated American flag GIFs may have been uplifting, but there was also rabid and racist anti-Taliban and anti–Osama Bin Laden Flash games to contend with. As Rivard concludes, “[w]ithout this collection, the power that the internet has played in constructing ideas of good citizens, national belonging, and enemy-terrorists in relation to September 11th may have been lost in virtual space.”85 Here, the open upload feature of the “image” benefited the historical record. Scheinfeldt recalled receiving animated Flash games, many of which involved killing Osama Bin Laden.86 Indeed, the inclusion of content that is outside the mainstream political consensus is a benefit of the Digital Archive. Such material, even if it makes for difficult viewing, is critical to understand the moment.

While there was political diversity, other forms of diversity were lacking. The team realized that given that most of their unsolicited contributions came from active web users, they skewed toward those who were “largely white and middle class.”87 In part, this reflected the problems in 2001 with getting people to submit information on the web, as Scheinfeldt recalled: “The Web, circa 2000, was still for most users a read-only medium right? . . . Most Web users used it as a kind of telephone book where you wouldn’t actually publish content. You would browse content . . . And so the notion that you would go to a text box on some website and tell some anonymous person or people what you were doing and thinking and feeling was pretty foreign to people, right? Like that wasn’t something you did as a matter of course.”88 This illustrates a limitation of the historical record they were assembling. Those who were comfortable with using web forms were in general more affluent and thus unrepresentative of the many people affected by the attacks.

To rectify this, the Digital Archive team sent out targeted emails, school visits, and in-person community engagement to diversify the collection. These groups were as varied as Muslim Americans as well as residents of Lower Manhattan’s Chinatown neighborhood (only a few blocks away from the World Trade Center site).89 Scheinfeldt recalls that it was around the one-year anniversary that “we started to see, like oh, like we don’t have anything from Chinese language speaking communities, even though they are living in the shadows of the Twin Towers. Maybe we should do a little more outreach there.”90 While CHNM focused on technical dimensions, community outreach mainly fell to the ASHP team. To engage communities, a vast array of activities were carried out: a Spanish-language version of the site was created; staff were sent to Shanksville, Pennsylvania, to collect local reactions to the United 93 crash; they worked with CUNY’s Middle East and Middle Eastern American Center to connect with the New York City Middle Eastern community; and they carried out Chinese-language interviews with Chinatown residents.91 Thanks to these efforts, coupled with the site’s high profile, by 2003 the Digital Archive had collected approximately 150,000 items (60,000 emails, 14,000 digital images, 45,000 personal narratives, 6,000 documents, and 4,500 audio/visual files). It had received 120 million hits and over two million users since its launch.92 Soon the project needed to ensure that all of this material would be stewarded in perpetuity. As with all efforts to avert the digital dark age, the problem of perpetuity was the big one.

Simply Delaying the Digital Dark Age? The Problem of Sustainability

The question of sustainability looms large with all digital preservation projects. The Internet Archive and national libraries continue to thrive today. But what might happen when a project begins to sunset? By looking briefly at the experience of the September 11 Digital Archive, we see the degree to which digital stewardship requires sustained investment. Otherwise, one is just delaying the inevitable. Information gathered today that is lost tomorrow benefits nobody.

How could the Digital Archive ensure its own long-term survival? A complicated database-driven site does not lend itself easily to web archiving. Grant-funded projects often face difficulties in long-term preservation after the original funded period comes to an end. Here, the connections between nimble projects and large, long-lasting institutions would appear again. In November 2003, the Library of Congress announced that it would make its first major 11 September acquisition—as well as one of its first major digital acquisitions—by accepting the September 11 Digital Archive to its collection.93 Just as the Internet Archive would crawl web content to be later donated to the Library of Congress for preservation, so too would this project. This arrangement would leave ongoing operations of the site to CHNM and ASHP, with the Library of Congress handling long-term preservation. Planning would begin. The actual transfer was planned to happen in roughly ten years, when servers and data would be given to the Library of Congress.94 The arrangement suggested a path for long-term digital stewardship.

On 10 September 2003, the agreement was announced and formally executed, the occasion marked by a day-long symposium at the Library of Congress: “September 11 as History: Collecting Today for Tomorrow.” Diane Kresh, who had spurred the Library of Congress into action, took a moment to recognize the collective effort made by so many to establish the historical record. “Even in the midst of the initial chaos of the horriﬁc events of September 11, 2001, the Library of Congress began collecting materials documenting the attacks,” Kresh noted, adding that the “September 11 Digital Archive, with its vast content of ﬁrsthand accounts, will add to the broad range and diversity of materials already acquired by the Library of Congress that relate to the September 11 tragedy.”95

Sustainability challenges reared their heads even after the formal 2003 agreement with the Library of Congress. The infrastructure became increasingly fragile and unstable, especially as large grants inevitably began to dry up. As Brier and Brown noted, the project “did not end with collecting.” Tasks involved infrastructure stabilization and security, metadata updating to make digital searching more successful (a perennial problem with user-submitted metadata is that it does not always line up: for example, “WTC” and “World Trade Center” might refer to the same concept, but absent their connection, their associated objects will be siloed), to build a better back end using open-source tools that CHNM was developing, and to redesign the website.96

In February 2011, the Digital Archive received a “Saving America’s Treasures” grant from the National Park Service and the National Trust for Historical Preservation. Normally focused on buildings or physical objects (such as reactors or furnaces), this grant aimed to ensure the Digital Archive’s sustainability. As the team explained when they received the award, “Cutting edge at its launch nearly ten years ago, the Archive now is showing its age.”97 Sharon Leon, a historian at CHNM and then its director of public projects, put it prosaically: “looking back 10 years, the site is held together with chewing gum . . . That’s the fate of all the early projects [especially those that] were built without a sense of standards.”98 The Saving America’s Treasures grant allowed the Archive to fully adopt its open-source technology platform developed at CHNM, Omeka, which would also serve as a foundation for other future memory banks. It would also tackle the list of sustainability problems identified above.99

The September II Digital Archive collected until October 2021, when after twenty years the team noted that “we feel that it is appropriate to transition this from an active collecting project to an archive of materials for study and reflection.”100 Even after this closure, the Digital Archive remains a vibrant site awaiting final archiving—despite the fanfare with which the Library of Congress accepted the hard drives, access remains only possible through the original site.

The II September attacks, and the September II Digital Archive and related efforts, were a model for what would later become a broader approach to “disaster collection.” A subsequent 2005 project, the Hurricane Digital Memory Bank, built on the September II Digital Archive’s foundation. Established in the im­mediate wake of the devastating 2005 hurricanes in the southern United States—Katrina in August 2005 followed by Rita in September 2005—CHNM partnered with the University of New Orleans to launch this new site. Sheila A. Brennan and T. Mills Kelly, CHNM professors who set up the Hurricane Digital Memory Bank, noted that they had created “a model of a participatory ‘archive of the future’ ” with the September 11 Digital Archive, and they looked forward to similar success.101 Funded with $200,000 from Sloan, the Hurricane Digital Memory Bank collected “first-hand accounts, on-scene images, blog postings, podcasts, and videos,” via both its website as well as—cognizant of infrastructure damage—via a telephone number that would record experiences.102 Unfortunately, the site did not catch on as had the earlier 11 September effort. Potential reasons included a clunky new user interface that may have lagged expectations of an audience accustomed to Web 2.0, as well as a focus on the direct rather than the indirect experiences that made up the September 11 Digital Archive.103

While later projects would not achieve the salience of the September 11 Digital Archive—no event in the United States has yet led to a similar sense of history unfolding as the attacks did, perhaps until the January 2021 Capitol attack—a new model of digital collecting had been established. Scheinfeldt reflected on the long-term impacts forged by the project:


I think it did spark a recognition among large national collecting institutions that this was something that needed to be done. I think they knew this stuff was out there, they knew it would be important. But I think, you know, as I said, they couldn’t kind of get out of their own way. And I think they realized that the next time something big happens, we’re going to have to get out of . . . We’re going to have to figure this out for next time, you know, because we can’t just rely on grad students to keep doing this.104



This has been borne out. I wrote much of this chapter during the COVID-19 pandemic, where memory institutions around the world are furiously collecting the born-digital heritage of the events surrounding us. In 2008, with an eye to helping others establish similar projects, the CHNM and the Minnesota Historical Society released their Omeka software, an open-source platform that allowed other institutions to set up digital archives of their own. Some of the earliest sites created with this platform continued the tradition of event-based harvesting, such as a site to remember the tragic Virginia Tech shootings in April 2007.105 Future event-based collections would include the 2012 Boston Marathon bombing (“Our Marathon”), Hurricane Harvey in August 2017, and the global coronavirus pandemic. Similarly, in the wake of the 2022 Russian invasion of Ukraine, volunteers and professionals collaborated to safeguard Ukrainian digital heritage and websites.106

When an event happens, new scholars and volunteers move into action. Citizens are empowered to create comprehensive digital collections of elections, viruses, turmoil, sports, cultural events, and beyond. It is no longer just national libraries or the Internet Archive that build collections, but all of us. Events like those of 11 September will be, thanks to the efforts of memory professionals, among the best-documented in human history.

Conclusion

Historians are beginning to write the history of the September 2001 attacks. Most focus on the attacks through the eyes of direct participants and observers: those on planes, in touch with loved ones through cellphones and airphones; first responders; air traffic controllers who tried to make sense of confusing information; or people in New York City and near the Pentagon.107 Yet today the memories are reinforced by the testimonies of indirect participants. Even at the National September 11 Memorial & Museum, visitors record their memories even if they had not been in New York City during the attacks, or not even born yet in 2001.108 Letting anybody join the conversation about the event contributes to a framing that sees “9/11 less as a speciﬁc event or date circumscribed by geographical spaces and more as an unending process of subjectiﬁcation,” reducing the privilege of direct testimony—perhaps even supplanting it.109 The digital archives are part of this current.

One day, a comprehensive cultural history of the 11 September attacks and their aftermath will be written. It will explore the experiences of indirect participants across the country: collective thoughts, the emergence of narratives, and how these voices combined to create the cultural milieu that so many experienced during the attacks and their aftermath. This book has yet to be written, however, in part for technical and practical reasons. The metadata schema within web archives remains challenging, and access in general to the terabytes of data within these archives is difficult. It is hard to imagine how such a history, however, would be written without the platforms and collections discussed in this chapter. One impact of this collecting is clear: a robust documentary record from thousands of people awaits. Only the most ardent digital hoarder would wish that they had more, not less, information about these terrible events.

For the impact of the September II Digital Archive and the web archives is felt in that they are themselves part of the event’s cultural history. The rush to collect memories from as many people as possible is part of the enduring legacy and construction of the event. Collecting voices from direct and indirect participants was in part a legacy of the capacities and approaches built up by web archivists, digital preservationists, and early digital historians. After 2001, the progress made around averting a digital dark age was clear in the concerted efforts of people around preserving events like these.

Today, when a major event unfolds, historians, librarians, and archivists quickly arrive on the virtual scene. In the wake of the 2015 and 2016 terrorist attacks in Paris and Nice, the Bibliothèque nationale de France and the French Institut national de l’audiovisuel were able to spring into action almost immediately, allowing scholars to understand reactions from people online almost immediately after an event happens.110 Information is still lost or missed as there is no magic bullet to preserve everything, but many events witness a gap of only minutes between event and collection. Elections, protests, sporting events, pandemics—all see an unprecedented degree of information preserved, not just by professional librarians but by everyday citizen curators, academics, and activists. The selectivity of these memory activists and experts complements the broader ongoing collecting of national libraries and the Internet Archive.

The 11 September 2001 attacks were a watershed moment in digital preservation and collecting. The digital dark age, which had preoccupied so many over the previous decade, would be measured for much of the web on that day not in weeks and months but in hours and days. People turned to the web for information, to memorialize, to console each other, to post flags and ribbons, and in so doing, contributed to a rich and evolving historic record. When historians write the social and cultural history of that day and the weeks, months, and even years of official memory and memorialization that would follow, these sources will be critical windows into how people understood the attacks.

Our story of event-based capturing continues in our unsettled world. More recently, the COVID-19 pandemic has challenged us to collectively ensure our historic record makes sense of this seemingly singular moment.111 Historians point to the earlier experience of the century-ago Spanish Flu pandemic to inform conversations, but they lament that much of that event was overlooked and that the historic record is smaller than we wish it was. To leave a more robust record for those who come after us, archivists and libraries around the world moved to act as the pandemic reshaped the world, documenting community responses, institutional actions, social media hashtags, and beyond. Global institutions, coordinated through the International Internet Preservation Consortium, worked together to collectively gather tens of millions of documents and over ten thousand archived websites.

Ultimately, the experience of documenting the 11 September attacks also underscores the dramatic transformations of the historic record that had taken place over the preceding decade. Ideas and platforms to capture digital infor­mation had been developed, and only hours after the attacks, they were able to swing into action. Archives shape the histories that we write. As the 11 September attacks were a watershed moment, it seems clear that the digital archives and records have led to a much more substantial and inclusive historic record. This will be one of the enduring legacies of our averting the digital dark age.








Conclusion

Constantly Averting the Digital Dark Age



The digital dark age was largely averted by 2001, at least in terms of the most apocalyptic predictions made only a half-decade earlier. The widespread destruction and loss of digital heritage would not happen. With the establishment of the Internet Archive and national library programs, the big question was how sustainable their holdings would be over the long term. This was like the dilemma facing the September 11 Digital Archive. As the web and its archives aged, would its memory endure? Without active investment, digital content disappears. Furthermore, could collecting institutions continue to innovate and rise to the challenge of new trends and technology? The web constantly changes, from new platforms to dynamically generated content. A 2002 web crawler could not capture the dynamic web of 2012, let alone 2022 or today. Perpetuity is a long time. Perhaps it is hubris to imagine that the digital dark age has been averted? Perhaps traditional archiving is an impossibility in the “age of algorithms,” with personalized experiences instead requiring that we document user experiences.1

Fortunately, the field continues to rapidly evolve. Institutions have not rested on their laurels. In 2002, cognizant of the value of having more copies around the world to steward the long-term health of the Internet Archive, as well as given its symbolic geographical value, the new Bibliotheca Alexandrina in Egypt acquired a copy of the Internet Archive’s holdings.2 The first Library of Alexandria had aimed to be a universal library. How better to help create the new one than by donating a comprehensive web archive? National library web archiving continued to expand around the world as the technology became more accessible and commonplace. While still a field dominated by the Global North, it is slowly expanding beyond its Western roots. In 2004, the National Library of Korea began the Online Archiving & Searching Internet Sources (OASIS) project, creating its own national web archive. Then, in 2010, the National Diet Library of Japan was given the authority to archive public agency websites, and in 2019 the National Library Board of Singapore began comprehensively crawling its web domain as well.3 In the aftermath of the 2016 American federal election, as Donald J. Trump assumed the presidency, web archivists and allied activists around the world acted to ensure the preservation of vital American government data. Much of the focus was on climate change data, but the importance of documenting the transition became global news.4 Other events, from the global pandemic to wars to subsequent terrorist attacks and protests against racism and police brutality, continue to underscore the need for web collecting. Eternal vigilance is key. Ephemeral content shapes our world. Collecting is a constant task, carried out by vigilant professionals.

The Digital Dark Age Never Dies

Even in this, the age of widespread preservation, the idea of a digital dark age continues to haunt us. It is a concept with surprising longevity. Perhaps this is because the phrase takes a complicated problem and evocatively summarizes it. In 2003, a syndicated wire service story again raised the fear that even if an adult reader could look at traditional, yellowing photos of their childhood, their “grandkids probably won’t fare as well with your digital photos. The computer files may survive but the equipment to make sense of them might not. This era could become a ‘digital dark age,’ a part of its collective memories forever lost.”5 This framing now ignored the work that went into these problems. Tropes and themes from the mid-1990s are continually reborn. The digital dark age endures.

This is frustrating. Save apocalyptic collapse, the digital dark age has been averted. Anything that would lead to a digital dark age would presumably lead to a nondigital dark age as well. In such a case, perhaps we would instead be looking to A Canticle for Leibowitz for inspiration. The stewardship of digital documents is a solved problem insofar as we understand the need to shepherd information (not to say that new formats, platforms, or copyright restrictions do not cause trouble). If the Library of Congress ceases to exist, the digital information it holds may disappear as well—but so would its other holdings. We should not discount the need for an organization like the Long Now Foundation, but we also should not irrationally fear that our collective digital heritage can disappear in the blink of an eye.

Fears of the digital dark age continue unabated, seemingly disconnected from the developing digital preservation field. In 2003, a letter published by Nature raised the fears of a digital dark age of email, worrying about the “potential for the loss of records that may have immense historical value.”6 In 2009, the metaphor shifted somewhat with chilly fears of a “Digital Ice Age” (“we may find our files frozen in forgotten formats”).7 The next year saw Kurt D. Bollacker advising in American Scientist around how society could avoid a digital dark age so that we could ensure the preservation of “the record that future generations might use to remember and understand us.”8 Indeed, well over a decade since the original coining of the term, archeologist Stuart Jeffrey raised the specter of a “new” Digital Dark Age in 2012, as his colleagues began to use commercial tools in an “open, dynamic, and fluid” context that perhaps eluded traditional preservation approaches.9 Jeffrey’s point was an important one. Digital preservation requires continual engagement and investment—which it is indeed seeing.

Most vividly, in 2015, Vint Cerf—then a Google vice president—declared at the American Association for the Advancement of Science annual meeting that without action to avert digital loss humanity faced a “forgotten generation, or even a forgotten century.”10 Cerf’s intervention that year probably gave the idea of a digital dark age more attention than it had ever had. Stories on the topic appeared in the Atlantic, the BBC, and media outlets around the world. Scholars and practitioners in the field were disappointed. Michael Nelson, a computer science professor at Old Dominion University and a leading web archives researcher, likened the media frenzy around Cerf and the digital dark age as akin to “having your favorite uncle forget your birthday, mostly because Cerf’s talk seemed to ignore the last 20 or so years of work in preservation.”11 Of course, Cerf had been part of the first generation of agitators involved in raising the need for web archiving and digital preservation more generally. Yet even if Cerf had overlooked some work that had been done, perhaps it suggested that the memory community needed to better articulate its value and activities. In some ways, it was more a problem of publicity and awareness than that of preservation. It also speaks to the lack of a public understanding that the web remembers, which has profound consequences for those who unwittingly forget about institutions such as the Internet Archive. Many a politician would have avoided controversy had they known that the Internet Archive existed.

While Cerf became increasingly involved with the International Internet Preservation Consortium and modern web preservation, the idea of a digital dark age persisted. Another Google employee, Rick West, raised fears of a digital dark age in 2018, in terms that echoed the prospects raised almost fifteen years earlier. West noted that society “may [one day] know less about the early 21st century than we do about the early 20th century . . . The early 20th century is still largely based on things like paper and film formats that are still accessible to a large extent; whereas, much of what we’re doing now—the things we’re putting into the cloud, our digital content—is born digital.”12 The persistence of these tropes suggests to some degree an appetite from the worried public or journalists to explore information’s ephemerality. It may also reflect the growing role of digital loss in our own lives. Many of the earliest digital preservationists were spurred into action by their own experiences. How many of us now face digital instability in our daily lives? Attention is not bad. By worrying about a digital dark age, we avoid it.

Some of this anxiety is well placed, especially when specifically aimed at the problem of preserving material created or posted on third-party platforms such as Facebook and Instagram. As private user-generated information is locked behind passwords and beyond the reach of web archivists, the data people put on Facebook is at Facebook’s mercy. This raises genuine concerns around a renewed digital dark age: not file formats or lost websites per se, but rather how our memories are deposited on private platforms. As Adam Shepherd evocatively asked in 2019, “How many of the photos and videos that you’ve shared on Facebook and Instagram do you have copies of in other places?”13 My personal website will be preserved by the Internet Archive, and our national library in Canada will have copies of news sites and government pages that provide broader context to my life, but most of my personal photos and thoughts live on Google Photos and Twitter (now, sigh, known as X). If those sites were to shut down (and one day they will), would my earliest photos and tweets about my children disappear too?

The specter of a digital dark age thus forces us to continually think about the longevity of digital information. If your Facebook account was hacked, or if you died, or if you wanted to ensure somebody had access to it in the medium-term future, would your information be safe or accessible? If not, what steps could you take to do so if you wanted it to be?

Will web archiving become a victim of its own success? The institutionalization and routinization of web archives runs the risk that they are taken for granted. Seemingly reliable operational initiatives do not always get the attention that they deserve. While web archiving today is a core library function, for most institutions it is minimally staffed. Web archiving is done on the side of desks, with few dedicated personnel. In the United States, for example, in 2017 four out of every five web archiving institutions employed less than one person to do this task.14 This is a lot of critical work falling on few shoulders. The ease of web archiving has not been matched by investments to improve the overall capacity of web archiving.

The COVID-19 pandemic brought the implications of this underresourcing into relief. In the first few weeks of the crisis, web archivists moved into action, documenting spreading lockdowns across much of the Western world, preserving images of empty streets, and social media conversations that debated public health interventions. Yet as weeks turned into months, archivists began to feel what was described as “curatorial fatigue.”15 Without sufficient support, individuals were overwhelmed by the importance of the task layered on top of other work responsibilities and personal challenges. In the wake of the 11 September 2001 terrorist attacks, teams of curators worked together to document events and establish portals. There was a spirit of innovation and of breaking new ground. Now, with web archiving an established yet peripheral function, too many librarians and archivists found themselves overwhelmed. In other words, a tall order has been set for many of our web archivists today: no less than deciding the fate of much of our historical record. A lot of weight is put on their shoulders. Algorithms alone will not avert the digital dark age. People will.



The Right to Be Forgotten and the Pitfalls of Averting
the Digital Dark Age

When the Internet Archive first became known, many observers were alarmed. What about the privacy implications? In July 1996, David Berreby encouraged his Slate readers to consider the “most embarrassing e-mail you ever wrote, available to anyone curious enough to go looking . . . As we’re encouraged to exult over the vast new volumes of information that are becoming easier and easier to capture, remember that the art of losing is also important to master.”16 Dan Gillmor similarly worried in September 1996 about the prospect of “every dumb thing [that] I’ve said on-line” being saved.17 A year later in March 1997, John Markoff worried that the bigger the web archive, the bigger the Big Brother problem would be.18 When the Wayback Machine launched in 2001, it provided relatively complete access to the Internet Archive collection. However, as a user needed a URL until the recent advent of limited keyword search, the Wayback Machine provided privacy through obscurity. The apocalyptic visions of 1996 did not come to pass. Both public and private people alike have been affected by the Internet Archive, and things may have been remembered that they wish were not.

Yet by 2010, there was also increasing concern about the impact of old, decontextualized information. Viktor Mayer-Schönberger’s 2009 Delete traced in part the collision between Web 2.0 (by 2001, as he notes, “users began realizing that the Internet wasn’t just a network to receive information, but one where you could produce and share information with your peers”)19 and the accessibility of web-based personal information on the web. At times Mayer-Schönberger overstates his points—the argument that “forgetting has become costly and difficult, while remembering is inexpensive and easy” is not true.20 However, his argument that “comprehensive digital memory represents an even more pernicious version of the digital panopticon. As much of what we say and do is stored and accessible through digital memory, our words and deeds may be judged not only by our present peers, but also by all our future ones” is profound.21 Reactions to this emerging trend have taken different shapes around the world.

The “right to be forgotten,” as a legal precedent, stemmed in part from a Court of Justice of the European Union ruling in the 2014 Google Spain decision. The right drew on deeper histories, concepts, and precedents. The case involved a Spanish man who was unhappy that a Google search for his name surfaced details of a government auction of his property. He felt this resolved situation was no longer relevant and impugned his reputation.22 The Court of Justice ruled in the man’s favor, holding that Google had a responsibility to balance its rights with those of users, giving the plaintiff the right of erasure.

This “right to be forgotten” influenced the European Union’s subsequent 2018 General Data Protection Regulation. GDPR enshrined the right of individuals to request that their data be erased for specific reasons (which then needed to be balanced against free speech rights). As of 2020, approximately 45,000 requests were lodged with regulators to have information delisted from search engines in Europe, of which just under half (43%) were deemed to be valid.23 Reflecting different legal and cultural traditions, many North American commentators reacted with surprise to these decisions and regulations. Would the “right to be forgotten” not limit freedom of expression?24 The leaders of the Wikimedia Foundation (which oversees Wikipedia) worried about these rulings creating the prospect of “an internet riddled with memory holes—places where inconvenient information simply disappears.”25 Would all the hard work of web archiving be undone if inconvenient documents could disappear through legal fiat?

Legal scholars Melanie Dulong de Rosnay and Andres Guadamuz argued that ultimately the legal requirements would have little to no impact on web archives, given the already existing policies and approaches to privacy.26 The Oakland Archive Policy already implicitly gave most people a right to be forgotten. Conversely, as much of the right to be forgotten involves delisting content, the combination of the lack of full-text search in most web archives as well as the relegation of national library legal deposit collections to on-site only access had already established a balance between privacy and access. As one does not need to delete content to conform with the right, only to make it less accessible, web archives were compliant.

Improving computational access may unsettle this balance. Some of the original ideas around access, such as treating archives as akin to census data, had tried to strike a balance between privacy and access. Since the Wayback Machine’s launch, most models have implicitly adopted a privacy-by-obscurity approach. In the case of national libraries, some have been required to restrict access to on-site reading rooms. On-site access, which often strikes observers as ludicrous—forcing a researcher to physically travel to sit at a computer to view networked resources—is a reasonable compromise between access and privacy. Sitting in a reading room on a special terminal, few readers would mistake archived webpages for live content. Context collapse can be avoided. Parallels can be drawn with the digitization of nondigital archival sources, which also raise ethical access questions.27 Giving access to researchers in a reading room is different from unfettered decontextualized access to anybody with a Google search query, even if both collections are, in theory, open. Conscious of the burden that travel places on many researchers, particularly those with limited travel funding or caregiver responsibilities, perhaps a similar outcome could be achieved through a Virtual Private Network (VPN). Some degree of friction is not a bad thing.

One fear of unfettered digital access is the prospect of an archived website or social media post being consumed out of context and used to shame somebody. For example, in my earlier archival work on 1960s student activists, I encountered documents that raised questions about how my reaction might have been different had these activists tweeted or even had all of their material digitized rather than having letters that ended up in archival boxes.28 One letter, from the McMaster University Archives and Special Collections, contained 1962 musings by a student activist in their late 20s who thought it would be “fantastic news” if nuclear-tipped Bomarc missiles (which were to be used over Canada in an anti-­aircraft defense strategy) could be redirected by the Soviet Union after launch to turn around and destroy their launch bases. This letter helped me understand the context of the New Left, presenting a vivid example of how the New Left was very different from the mainstream Canadian social democratic left. Yet the thought process of that letter in isolation is horrifying on the surface. It effectively mused about the deaths of Canadian military personnel and those nearby. But as part of a broader collection of correspondence, it illustrated the ways in which New Leftist intellectual thought was developing.

As a researcher sitting in an archive, I found the letter to be unremarkable. Yet if a keyword search for the author would surface it, readers might be less charitable sans context. Suddenly the need to travel to another city to visit an archive or log into a cumbersome VPN is less of an inconvenience but perhaps part of thoughtful, historical research. What if that letter had been a tweet or a blog post in a web archive? A student writing that today could become the target of an outrage campaign.

In 2016, my colleague Nick Ruest and I were bullish on the prospects on what social media meant for future historical research. “Consider what the scale of this dataset means,” we wrote. “Social and cultural historians will have access to the thoughts, behaviours, and activities of everyday people, the sorts of which are not generally preserved in the record.”29 I still stand behind this. Historians, professionally trained and responsible ones, conscientiously grappling with the past’s complexity, will try to understand the proper context of archival documents. When I discovered the 1962 Bomarc missile letter, I did not turn to a conservative Canadian media outlet, claiming to possess the smoking gun of the New Left’s moral degeneracy. Context matters: private correspondence, part of an ongoing debate around the adoption of nuclear weapons in Canada, by a young student exploring new ideas in a climate of intellectual exploration. I suspect few professional historians would think differently.

On balance, I believe the value of a society-wide “right to be remembered” outweighs in general the value of an individual’s right to be forgotten. This needs to be considered in a context of archival ethics and care. The compromise position of complicated on-site or remote access, requiring researcher registration, compels researchers to view and think about documents in context. By doing so, readers know that web archives are not just websites like any other on the live web. Furthermore, researchers cannot easily share the “gotcha” moment, flattening time as if a blog post from 2001 is the equivalent of one in 2021.

Historical processes unfold by virtue of human choices and decisions. The current situation when it comes to digital access was not inevitable. The international library community has generally taken a conscious choice toward expansive selection. In the case of the Internet Archive, it ultimately adopted relatively open access policies, but it handled privacy through obscurity. As institutions develop next-generation search and retrieval systems, the lessons of the past serve as concrete inspiration about alternate visions of web archival access.



The Little Digital Dark Age, 1991–1996

The direst predictions of a digital dark age were averted by the beginning of active web preservation in 1996. Yet there was a short dark age after all, between the advent of the web in 1991 and the development of memory institutions in 1996. In some ways, this ultimately formed the dreaded “digital gap” that commentators such as Danny Hillis had worried about. Seeing what we have lost can help us gain a better appreciation of what has been saved.

Not everything published on the web before late 1996 has been lost. Magazine articles, newspaper accounts, oral interviews, journal articles all help to reconstruct the earliest web. Digital forensics can as well with considerable effort. Tim Berners-Lee’s first website, for example, had been launched in December 1990 at CERN. By the time web archiving began in 1996, it had been converted into a museum site. An effort to reconstruct it drew not only on preserved files but also an array of other contemporary sources to recreate the browser experience as it might have been in 1990.30 Similarly, the first American webpage, the 1991 homepage of the SLAC National Accelerator Laboratory was restored from backup. Researchers needed to undertake a fairly involved process to convert an “original list of scattered files into an accessible and browsable website.”31 Apart from these rare exceptions, however, most of the actual websites from this period are lost. The labor needed to reconstruct sites like this does not scale. We can reconstruct a few significant sites with great effort and the fortune of either backups or contemporary documentation. Most sites are beyond this.

What have we lost? We can look to events that took place in 1995 and early 1996 to understand the gap. Before 1995, few corporations or people were on the web. Accordingly, 1995 to 1996 was the earliest period when the web was part of many people’s lives.

Political examples are perhaps the most obvious. Historians can look to significant events to then in turn see what remains. In October 1995, the Canadian province of Quebec held a referendum on whether the province should pursue sovereignty. Digital historian Ryan Deschamps conducted preliminary research into what a digital history of 1990s Canada would look like. He found that despite evidence from print media and Usenet discussion boards that both the pro-­independence and pro-separatist sides had important web presences, they were largely not preserved. Given the importance of the Quebec referendum to an understanding of modern Canadian history, this is a major loss. As Deschamps notes, “it was not clear to people in 1995 that web pages were historical documents that people might want to use for research in 2017 [or beyond].”32 While the Bibliothèque et Archives nationales du Québec does have webpages from 1995, the sovereignty campaign pages were lost.33

It is distressing to think of the material that was lost from the early web that we do not know about. Early cultural sites? Homepages? Jokes? Academic servers? Wikipedia’s “List of websites founded before 1995” is an overview of some of the kinds of early websites. As a crowd-sourced document, it is well positioned to draw on the collective memory of early web users.34 Science museums, web comics, religious movements, campus newsletters, business websites, all feature on this list. The Exploratorium science museum in San Francisco, for example, opened its website in 1992, but the earliest snapshot we can access today dates from January 1997.35 The Economist’s first website, launched in March 1994 by one of its correspondents, was reconfigured after eighteen months. As an Economist author bemoaned, “[a]ll records of the original website were subsequently lost. So much for the idea that the internet never forgets. It does.”36 Websites that lasted into 1996 or 1997 may have been preserved. Those that did not last that long, or were small enough that they eluded detection by web archives in their smaller early years, have not. If it was not for the people and institutions discussed in this book, we would have more stories like this. The gap would have been a lot longer. Ultimately, the Little Digital Dark Age of 1991–1996 illustrates how fortunate we are today.

Web archiving and digital preservation has come a long way between the early 1990s and 2001 and continues to develop today. The implications of this are still making themselves clear. As historians move into the web age of history, it will be important for them to know how the archives they use have been constructed and how they came into being. None of the web’s memory is natural or intrinsic to the platform itself. It has been painstakingly constructed, the product of countless conscious decisions across Silicon Valley, national capitals, and academic institutions. Today, the Internet Archive is increasingly part of the internet’s core infrastructure. As research libraries and national institutions preserve swaths of our cultural digital heritage online, it is critical to remember that none of this was inevitable. The web naturally forgets, and it is up to us to help it remember.
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